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1. INTRODUCTION

The fields of theoretical and computational chemistry have
come a long way since their inception in the mid-20th century.
Fifty years ago, only rudimentary approximations for very
simple molecules could be performed. Thanks in part to the
ongoing development of very fast computers, and the efforts of
theoretical chemists in developing fast and accurate quantum
mechanical (QM) methods for calculating electronic energies
of atoms and molecules, theoretical and computational
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chemistry can now give reliable geometries, energies,
reactivities, and electronic properties for molecules. Such
information has become indispensable in understanding and
explaining experimental results that would be otherwise difficult
to interpret.
Despite these advances, it is still difficult and extremely time-

consuming (as well as disk/memory-consuming) to calculate
accurately the structure and properties of large and complex
molecular systems using purely QM methods. Many efforts
have been made to make such calculations feasible. One such
effort is the hybrid method, otherwise known as a multiscale
method. In a hybrid method, a large molecule is divided into
multiple fragments. Different theoretical methods, ranging from
very expensive and accurate methods to less expensive and
accurate methods, are then applied to the different fragments.
Such a method to combine expensive QM and inexpensive
classical molecular mechanics (MM) force field was initiated by
Honig and Karplus in 1971.1 They adopted a Hückel QM
method for π electrons energy (Eπ) and a simple MM force
field for nonbonded van der Waals interactions energy
involving σ-electron framework (Enb) to describe the torsional
potential energy surface (PES) (Eπ + Enb) of a retinal molecule.
A Pariser−Parr−Pople (PPP) SCF-CI method2 was used to
calculate excitation energies of the retinal molecule with
different conformations. This hybrid method was further
developed and extended by Warshel and Karplus (to describe
ground and excited-state PESs by combining a PPP method2

and an empirical function for π and σ electrons, respectively)3

and was formalized in a “generic” QM/MM scheme by Warshel
and Levitt.4 Karplus, Levitt, and Warshel were awarded the
2013 Nobel Prize in Chemistry, for the “Development of
Multiscale Models for Complex Chemical Systems”.5

In this formalism, nowadays called “QM/MM”, the entire
molecular system is divided into two parts: the model system
and the environment system. The small “model” part, the key
chemically important layer, is treated with the accurate and
expensive QM method. The remaining environment (“env”)
part is treated with the less accurate, but more efficient MM
method (which cannot describe well bond breaking/formation
or complex electronic state). In this scheme, as shown in eq 1,
the total energy of the whole system, EQM/MM, is a sum of the
energy of the model system by the QM method (EQM), the
energy of the environment system by the MM method (EMM),
and the interactions (EQM−MM) between the QM model system
and the MM environment system.

= + + −E E E EQM/MM QM MM QM MM (1)

This scheme is sometimes called an “additive” scheme,6 in
which the energies of the two systems and the interactions
between the two systems are added to obtain the total energy
of the whole system. The QM/MM coupling Hamiltonian
(EQM−MM), the interactions between the “model” and “env”
systems, generally includes (1) bonded interactions for covalent
bond(s) bisecting the QM/MM boundary (i.e., stretching,
bending, and torsional contributions), and (2) nonbonded
interactions (i.e., van der Waals and electrostatic interactions).7

All QM−MM interactions are classically evaluated, although
the electrostatic interactions can be computed “semi-
classically”. The QM/MM method has been developed widely
by many researchers, with many different adaptations, and has
been reviewed extensively.6,8

On the other hand, the ONIOM method (that includes the
IMOMM and IMOMO methods) is a “subtractive” or

“extrapolative” scheme, as will be shown in detail later.8f,9

ONIOM can be considered as a hybrid method based on a
somewhat different concept from the above-mentioned
“generic” two-layer QM/MM method. Although ONIOM can
be used as a two-layer QM/MM method, it can also, uniquely,
combine different QM and QM methods, and can easily be
extended to multiple layers (i.e., more than 2).
In this Review, we will introduce the details of the original

ONIOM method developed by the Morokuma group, as well as
discuss and compare more recent improvements of the
ONIOM method and alternative approaches (section 2). We
then overview applications of the ONIOM method to seven
important chemical, biological, and material systems: organic
systems (section 3), inorganic compounds and homogeneous
catalysis (section 4), heterogeneous catalysis (section 5),
nanomaterials (section 6), excited states (section 7), solution
chemistry (section 8), and biological macromolecules (section
9).

2. THE ONIOM METHOD AND RELATED METHOD
DEVELOPMENTS

To clearly present the original ideas and concepts of the
IMOMM, IMOMO, and ONIOM methods, we will first discuss
mainly the methods originally developed by Morokuma and co-
workers in section 2.1. These original method developments
have triggered many recent ONIOM method improvements, as
well as some alternatives for the multilayer multilevel
approaches. These ONIOM method improvements and
alternative approaches will be discussed and compared in
section 2.2. Advanced ONIOM simulation methods and
guidelines will be outlined in section 2.3.
2.1. Original IMOMM, IMOMO, and ONIOM Methods and
Formulation

2.1.1. Extrapolative IMOMM, IMOMO, and ONIOM
Schemes. In 1995, Maseras et al. proposed and developed an
alternative QM/MM scheme, so-called Integrated Molecular
Orbital (MO) + Molecular Mechanics (IMOMM, eq 2).10 The
IMOMM method can be considered as the first generation of
the ONIOM methods developed by Morokuma and co-
workers. As opposed to the additive QM/MM schemes that
evaluate EQM−MM (eq 1), IMOMM is a “subtractive” or
“extrapolative” method: the total energy of the whole (“real”)
system is evaluated as the MO (or QM) energy of the model
system (EQM,model) plus the MM energy of the real system
(EMM,real), and minus the MM energy of the model system
(EMM,model):

= = +

−

E E E E

E

IMOMM ONIOM2(QM:MM) QM,model MM,real

MM,model (2)

The subtractive operation removes the “double-counted”
MM contributions.10,11 The IMOMM method was first applied
to study several simple systems (the equilibrium geometry of
cyclopropene and SN2 reactions of alkyl chloride complexes),10

conformations of ethane/butane, as well as oxidative addition
of Pt(PR3)2 (R = H, Me, t-Bu, and Ph) complexes with H2.

11,12

As shown in Figure 1a, subtraction of the MM energy of the
real system from that of the model system (i.e., EMM,real −
EMM,model) is used to obtain the effect of the environment on
the model system with an inexpensive MM method. Therefore,
the IMOMM method can be considered as a size
extrapolation13 from the accurate QM calculation of the small
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model system (EQM,model) to the large real system (Ereal), by
adding the approximate environmental effect evaluated by the
inexpensive MM method. From an alternative viewpoint, the
IMOMM method can also be considered as the extrapolation of
the method (i.e., EQM,model − EMM,model) from the MM level to
the high accuracy QM level starting from the MM energy of the
real system, EMM,real.
As compared to the additive QM/MM scheme (eq 1), the

absence of the additional QM−MM coupling Hamiltonian
(EQM−MM) in the extrapolative IMOMM method makes its
implementation easier, and avoids under- or overcounting the
QM−MM interactions. Different from the additive scheme,
MM calculations of the model system are required in the
IMOMM (or subsequently ONIOM2(QM:MM)) method.
Therefore, a good set of MM force field parameters for the
model system is needed. Nevertheless, due to cancellation of
additive MM terms,8f only nonbonded parameters for the
model system such as van der Waals parameters and atomic
charges (for the case of the mechanic embedding, to be
discussed later), as well as bonded parameters for the QM/MM
boundary, are important.8f,9b They should also be required in
the additive QM/MM scheme.
Soon after the IMOMM method development, Humbel et al.

extended the philosophy of the extrapolation step to a new
hybrid method of combining two different QM (or MO)
methods, so-called Integrated Molecular Orbital + Molecular
Orbital (denoted as IMOMO or ONIOM2(QM1:QM2)).13

The energy function for the IMOMO method is the sum of the
high-level QM (QM1) energy of the model system (EQM1,model)

and the low-level QM (QM2) energy of the real system (i.e.,
EQM2,real) with subtraction of the low-level QM energy of the
model system (EQM2,model) (eq 3 and Figure 1a).

= = +

−

E E E E

E

IMOMO ONIOM2(QM1:QM2) QM1,model QM2,real

QM2,model (3)

In both IMOMM and IMOMO, or in general in the two-
layer ONIOM2 method, the high-level energy of the real
system, Ehigh,real, that is the target energy, could be
approximated by

≈ = +

−

E E E E

E

high,real ONIOM2(high:low) high,model low,real

low,model (4)

Both ONIOM and generic QM/MM methods are applied to
obtain a reliable relative energy difference (between structures
or states), which are chemically and physically more important
than the absolute energy of the system (fragmentation methods
focus on, see section 2.3.2). The ONIOM2 method can be
considered to approximate the expensive high-level “$100”
calculation, for the large real system, Ehigh,real, by three less
expensive calculations, a “$10” calculation for the high-level
small model system, Ehigh,model, another “$10” calculation for the
low-level real system, Elow,real, and a “$1” calculation for the low-
level model system, Elow,model.

2.1.2. Estimating Error in the ONIOM2 Method and S-
Value Test. Now let us pay attention to the error caused by
the ONIOM2 approximation. The error (Err) is the energy
difference between the ONIOM2 energy EONIOM2(high:low) and
the target energy, Ehigh,real:

= −E EErr ONIOM2(high:low) high,real (5)

Using eq 4, this can be rewritten as

= −

= + − −

= − − −

E E

E E E E

E E E E

Err

( )

( ) ( )

ONIOM2(high:low) high,real

high,model low,real low,model high,real

low,real low,model high,real high,model (6)

The S-values (substituent-values)14−16 for high- and low-level
methods are defined as follows:

= −

= −

S E E

S E E
low low,real low,model

high high,real high,model (7)

Next, to identify and quantify the sources of error, the
ONIOM2 error can be rewritten as

= −S SErr low high (8)

This means that, if Slow is equal to Shigh, the ONIOM2
approximation has no error or it is exact!! It is clear from this
result that the role of the low-level method in ONIOM2 is to
reproduce the difference between the real and model systems,
Slow, as close as possible to that difference in the high-level
method, Shigh. The S-value, one may call “the effect of the
environment”, represents the effects of substituents (thus called
the S-value),14−16 ligands, or any change in the real system, as
compared to the model system.
Because the error of the ONIOM2 method is clearly defined,

one can estimate the error for the particular choice of high and
low levels and real and model systems used in ONIOM2

Figure 1. Schematic partitions of the whole system by the ONIOM
methods: (a) two-layer ONIOM, (b) three-layer ONIOM, and (c) n-
layer ONIOM.
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calculations, performing a few expensive target calculations. At
a variety of candidates for low levels as well as the desired high
level, one performs the expensive target calculations for a few
sample cases (such as some simpler substituents and/or
ligands) both for the real system and for the model system
and evaluates Slevel. If the S-value for a chosen low level is close
to that for the target high level, the error (Err) is small, and this
low level is a good method to use in combination with the
present high level. This S-value test is strongly recommeneded
for confirming the reliability of the chosen high- and low-levels
combination for a chosen model system in the ONIOM

calculation, if the size of the real system (e.g., nonproteins) is
not too large to be treated by the high-level QM method.
Vreven et al. used hydrogen atom dissociation from iso-butane
and toluene for the S-value test (Table 1).15 When using
methane as the model system and G2MS(R) method as the
target method, the S-value test showed that UMP2 and RMP2
methods give similar ΔS values for the dissociation from iso-
butane and toluene, respectively. These S-value test results
demonstrate that ONIOM(G2MS(R):UMP2) and ONIOM-
(G2MS(R):RMP2) methods should give the least error of the
dissociation energy of iso-butane and toluene, respectively.
Alternatively, the RMP2 method could also be applied as the
sole lower-level QM method to evaluate the dissociation energy
of both iso-butane and toluene.
2.1.3. Multilayer Multilevel ONIOM Method. The

ONIOM extrapolative scheme is not restricted to two layers.
Svensson et al. combined the extrapolative two-layer IMOMM
and IMOMO schemes to develop a three-layer ONIOM3-
(QM1:QM2:MM) method (so-called Our own N-layered
Integrated molecular Orbital and molecular Mechanics,
ONIOM).17 As shown in Figure 1b, the entire “real” system
can be divided into three systems, “model”, “intermediate”, and
“real”, and three levels of theory, “low”, “medium”, and “high”,
can be used. With this three-layer scheme, ONIOM3, the
energy of the real system at the high level is approximated as17

= +

− + −

E E E

E E E

ONIOM3(high:medium:low) high,model medium,intermediate

medium,model low,real low,intermediate (9)

Any combination of three levels in the decreasing order of
accuracy can be adopted in ONIOM3. The typically adoptable
levels are high = QM1, medium = QM2, and low = QM3 or
MM, where high-level QM1 often is an ab initio or DFT
method, medium-level QM2 is a low-level ab initio, DFT, or
semiempirical (SE) QM method, and low level is an SE QM
method or an MM method. As an early example, Vreven et al.
combined three different QM methods, ONIOM3-

(QM1:QM2:QM3), to study bond dissociation energy of
hexaphenylethane.14 Of course, ONIOM3 is reduced to
ONIOM2, if two levels (among high, medium, and low levels)
are the same or two systems (among model, intermediate, and
real systems) are the same.
The error in ONIOM3 (ErrONIOM3) with respect to the target

Ehigh,real calculation can be evaluated using S-values, as in
ONIOM2, and can be written as

= −

= − +

− − −

E E

E E E

E E E

Err

( ) (

) ( )

ONIOM3 ONIOM3(high:medium:low) high,real

low,real low,intermediate medium,intermediate

medium,model high,real high,model (10)

The ONIOM3 S-values16 are defined as

= −

= −

= −

‐

‐

‐

S E E

S E E

S E E

low,(real intermediate) low,real low,intermediate

medium,(intermediate model) medium,intermediate medium,model

high,(real model) high,real high,model

(11)

Thus, ONIOM3 error can be rewritten as

= +

−
‐ ‐

‐

S S

S

ErrONIOM3 low,(real intermediate) medium,(intermediate model)

high,(real model) (12)

This means that ONIOM3 is exact or has no error, if the sum
of the low-level S-value (Slow,(real‑intermediate) from the inter-
mediate system to the real system) and the medium-level S-
value (Smedium,(intermediate‑model) from the model system to the
intermediate system) is equal to the high-level S-value
(Shigh,(real‑model) all of the way from the model system to the
real system). The role of the low level is to reproduce the
environment/substituent effect going from the intermediate
system to the real system, and that of the medium level is to
reproduce the environment/substituent effect going from the
model system to the intermediate system.
The ONIOM method can be easily expanded and

generalized to an n-layer n-level method (e.g., QM, SE, MM,
coarse-grained (CG),18 and continuum model (CM) methods),
ONIOMn, depicted in Figure 1c:

∑

∑

= + −

− + −

=

=

E E i n i

E i n i

[level( ), model( 1 )]

[level( ), model( 2 )]

i

n

i

n

ONIOMn
1

2 (13)

Implementation has not been made in Gaussian19 for n = 4
or larger. However, it should be noted that no special code is
required to perform ONIOMn single-point calculations (with
(2n − 1) independent subcalculations (eq 13)).9b,17 In practice,
the significance of using more than three layers may need to be
examined carefully for any particular situation. There are many
hierarchical electronic structure methods, such as Gn theory
(see section 2.1.9),20 in which higher correlation methods
combined hierarchically with decreasing basis sets are adopted
to approximate the highest correction method with a large basis
set, for a given molecule. The ONIOM extrapolative method
can be considered as a hierarchical method combining both the
size of the molecule (or system) and the accuracy of the theory
(or level) that approximates an accurate calculation for a large
molecule.

Table 1. Computed ΔS Value for Hydrogen Atom
Dissociation from Iso-butane and Toluene by Using
Methane as the Model System and B3LYP-Optimized
Geometriesa

method iso-butane toluene

G2MS(R) −7.75 (0.00) −16.21 (0.00)
UHF −7.29 (+0.46) −26.12 (−9.91)
RHF −6.73 (+1.02) −10.28 (+5.93)
UMP2 −7.72 (+0.03) +6.93 (+23.14)
RMP2 −8.10 (−0.35) −15.04 (+1.17)

aG2MS(R) method is the target high-level method. Reprinted with
permission from ref 15. Copyright 2000 John Wiley & Sons, Inc.
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It is not straightforward to combine two different QM
methods with the MM method in an additive QM/MM
fashion. Within the framework of the additive QM/MM
scheme to evaluate EQM−MM, Chung et al. proposed to combine
the ONIOM2(QM1:QM2) method with MM to derive a
version of the mixed QM1/QM2/MM method:9b,d

= +

− + + −

E E E

E E E

(

)

QM1/QM2/MM QM1,model QM2,intermediate

QM2,model MM QM MM (14)

Likewise, n-layer QM/MM schemes are feasible by using the
extrapolative ONIOM approach for the (n − 1) QM methods.
2.1.4. Mechanical and Electronic Embedding Schemes

in ONIOM(QM:MM). A mechanical embedding21,22 (ME)
scheme was first implemented in the original ONIOM method
(ONIOM-ME).8f,10,23 This scheme is the simplest and least
computational demanding method to treat the QM/MM
electrostatic interactions in a classical manner (∑i∑j(qi(core)
qj(env))/(Rij)), by using fixed atomic point charges (q) in the
core and environment systems (Figure 2). However, the
polarization of the QM wave function by the MM environment
system is not included. The QM2/MM electrostatic
interactions are treated in the same way in the ONIOM-
(QM1:QM2:MM)-ME scheme. Therefore, the accuracy of
QM/MM electrostatic interactions, which can be critical for the
total energy of the real system, depends strongly on the atomic
charges of the core system (or the intermediate system), which
must be defined by the user. We note that these charges could
be less important for geometries24 (in the absence of highly
polar immediate MM environment based on our experience).
On the other hand, the energy difference between different
electronic states as well as different geometries (such as reactant
and transition state) is more sensitive to the polarization of the
QM wave function, and performing an ONIOM electronic
embedding (EE) scheme single-point calculation is recom-
mended.

Using default atomic charges parameterized for one specific
force field in the ME scheme is the easiest approach. However,
using a set of the fixed atomic charges for the model system (or
the intermediate system) will not give accurate QM/MM
electrostatic interactions, particularly when describing changing
structures during chemical reactions or changing electronic
states such as photoinduced processes. This simple approach
must be used with caution and verified, particularly when there
is significant change in the charge distribution within the model
system (or the intermediate system), as is the case for reactions
and excited states involving significant charge transfer.
The MM atomic charges of the “core” system (excluding link

atoms, LAs) can be computed and updated (denoted as
ONIOM-MEUC9b) after each or several ONIOM geometry
optimization steps to reflect a geometry-consistent electronic
state and charge distribution, until the ONIOM energy
converges to a threshold (e.g., 0.1 kcal/mol).26 To give more
reliable QM/MM electrostatic interactions in the ONIOM-ME
scheme, a six-step charge-fitting/updating step was proposed
(using ESP27 or RESP charge).26 Some conventional charges,
for example, Mulliken28 and Löwdin charges, can be adopted.
The net charges of the real, core, and environment systems

should ideally be integer.6 Also, no net charge of the real, core,
and environment systems should be artificially created or
destroyed. For the ONIOM-MEUC method, the total net
charge of the real system can change in every optimization step,
if the atomic charges for the core system are used without any
modification and the atomic charges of LA are nonzero. There
are several possible solutions: (1) assigning the updated atomic
charge of LA to LAH (link atom host), while leaving the
updated charges of the core system unchanged;29 (2) fitting
ESP or RESP charges for the core system by constraining the
charge of LA to be zero;26,30 and (3) applying an “effective
charge operator” to the electrons in the core system with a
scaling factor, and setting the zero charge of LA to redistribute
the charge of LA to all atoms in the core system.31

Figure 2. Three schematic QM/MM boundary cases: (a) without and (b,c) with a covalent bond cutting through the QM/MM boundary. (c)
Examples of the bad QM/MM boundary. ONIOM definition of model, environment (“env”) and real systems as well as link atom (LA, H′), link
atom host (LAH), and link atom connection (LAC). (d) Effect of the position of LA on MM energy terms for a substitution of X by Y in three
different QM/MM boundaries. Reprinted with permission from ref 25. Copyright 2010 Wiley-VCH Verlag GmbH & Co. KGaA.

Chemical Reviews Review

DOI: 10.1021/cr5004419
Chem. Rev. 2015, 115, 5678−5796

5683

http://dx.doi.org/10.1021/cr5004419


2.1.4.1. ONIOM(QM:MM)-EE Scheme. To improve the QM/
MM electrostatic interactions and include polarization of the
QM wave function by the MM environment, an one-electron
term describing the atomic charges in the MM environment
system can be added to the QM Hamiltonian that is applied to
the QM model system. In this case, the energy of the whole
system is written as eq 15:8f

= + −−E E E EONIOM(QM:MM) EE QM,model
v

MM,real MM,model
v

(15)

where the Hamiltonian is expressed as follows:

∑ ∑ ∑ ∑= − +H H
s q

R

Z s q

RI N

N N

IN J N

J N N

JN
QM,model
v

QM,model

(16)

is used for the QM calculation of the model system. N, J, and I
denote the MM atom, QM atoms, and QM electrons,
respectively, and qN and sN are the embedded charge and a
scale factor for the MM atom N; ZJ is the nuclear charge of the
QM atom J. Here, the QM/MM electrostatic interactions
(based on fixed MM point charges) and the QM density are
self-consistently computed for the QM region. This is the so-
called EE scheme.8f,21,22 It should be noted that polarization of
the MM environment system by the QM region is not
accounted for in the EE scheme. Unfortunately, there are two
inevitable QM−MM boundary problems for the EE scheme:
(1) overpolarization of the QM wave function by nearby MM
charges (especially for the link atom (LA) by its adjacent link
atom host (LAH); see Figure 2 and section 2.1.5), and (2)
under- or overcounting QM/MM electrostatic interactions.
The latter problem is due to the fact that electrostatic
interactions among nearby atoms (such as 1−4 bonded atomic
pairs) are implicitly included in the parameterized stretching,
bending, and dihedral terms of general biomolecular force
fields. Several charge-scaling,8f charge-shift/redistribution,32,33

or Gaussian smeared-charge34,35 approaches can be applied to
reduce this overpolarization problem and correct the under- or
overcounting problems.36 However, the charge-scaling/deletion
approaches may undercount electrostatic interactions with QM
atoms that are far from the QM/MM boundary.8f

Vreven et al. developed and also implemented ONIOM-
(QM:MM)-EE in the Gaussian program.8f,28 The ONIOM-
(QM:MM)-EE method implementation (eq 15) is different
from the additive QM/MM-EE schemes.8f The MM point
charges are embedded into the two model calculations
(EQM, model

V and EMM, model
V , eq 15) in the ONIOM-EE scheme,

while the MM point charges are only incorporated into the QM
model calculation and the classical QM/MM electrostatic term
is removed in the generic QM/MM-EE scheme.6,8f To avoid
overpolarization of the QM model system, atomic charges of
the MM environment system within three bonds of the QM/
MM boundary are deleted in the two model calculations in the
default ONIOM-EE implementation. This was found to give
the least error of deprotonation energy of histidine (Figure 3).8f

Notably, even though the MM charges around the boundary
are deleted in the two model ONIOM calculations, the missing
electrostatic interactions with these MM charges are still
considered by a classical Coulomb equation in the calculation
of the real system (EMM,real) in ONIOM-EE.8f,28 This is unique
to ONIOM-EE and can remedy both overpolarization and the
under-/overcounting problems. Another major difference
between the QM/MM-EE and ONIOM-EE methods is that

atomic charges for the model system should be added using
ONIOM.8f

2.1.4.2. ONIOM(QM1:QM2:MM)-EE Scheme. Vreven et al.
developed and implemented two extensions of the original EE
scheme to the three-layer ONIOM method: ONIOM-
(QM1:QM2:MM)-EE and ONIOM(QM1:QM2:MM)-EEx
(eqs 17 and 18):8f

= +

− + −
−E E E

E E E

ONIOM(QM1:QM2:MM) EE QM1,model
v

QM2,intermediate
v

QM2,model
v

MM,real MM,intermediate
v

(17)

= +

− + −
−E E E

E E E

ONIOM(QM1:QM2:MM) EEx QM1,model QM2,intermediate
v

QM2,model MM,real MM,intermediate
v

(18)

The MM charges here are embedded in the model calculations
in ONIOM(QM1:QM2:MM)-EE, whereas the MM charges
are completely excluded in ONIOM(QM1:QM2:MM)-EEx,
which mimics the screening effect of the intermediate system
on the model system.

2.1.5. The Boundary between QM and MM Layers. In
ONIOM, the whole system is divided into small models or
regions. For example, in ONIOM2, it is trivial to separate the
“model” and “environment” systems if there is no covalent
bond between them. Taking a water dimer as an example
(Figure 2a),37 one H2O can be treated as the model system by
QM methods, and the whole dimer can be treated as the real
system by MM methods, with no complications. ONIOM2-
(QM:MM) should give results identical to those of the additive
QM/MM scheme, due to cancellation of MM terms.8f Using
the same approach for CH3−CH3, for example (i.e., one CH3
group is the core system and the whole CH3−CH3 is the real
system, Figure 2b), one would have to cut the C−C σ bond;
this will lead to dangling bonds or radicals and may introduce
complications due to the unphysical boundary. Such QM/MM
boundary cutting is inevitable in many cases. Many different
approaches have been proposed to deal with this “boundary”
problem in multilayer approaches. In general, there are three
boundary approximations: link atom (LA), boundary atom (or
pseudobond), and frozen localized orbital.6,8c Some of these
approximations will be discussed in section 2.2.
In ONIOM, the link atom approach has been employed in

the Gaussian program.8f,10,23 ONIOM uses hydrogen link
atoms by default: all dangling σ bonds in the model system are

Figure 3. Error of the ONIOM-EE and QM/MM-EE methods
combined with the charges-deletion approach for different bonds away
from the QM part. Reprinted with permission from ref 8f. Copyright
2006 American Chemical Society.
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capped with hydrogen atoms. This is the simplest and most
common boundary approximation, which was used earlier by
the Kollman and Karplus groups.38 However, other monovalent
atoms (e.g., fluoride link atom23) can alternatively be used as
link atoms to complete the dangling single bond. Likewise,
divalent atoms (e.g., oxygen, sulfur) could be used to saturate
the dangling double bond (although it is strongly recom-
mended this is avoided, if alternative choices exist).23

The positions of LAs can be independent of those of the link
atom host (LAH, the atom replaced by the link atom) and the
link atom connection (LAC, the atom bound to LAH in the
“real” system and to LA in the “model” system), as the simplest
LA treatment shown in Figure 2. However, this artificially
increases the degrees of freedom in the system, and leads to
unnecessary complications, as in earlier implementations of
generic QM/MM methods. An alternative approach, used in
early IMOMM, and IMOMO and ONIOM implementations, is
to fix the LAC−LAH and LAC−LA bond distances at
reasonable values (the bond angles and dihedrals involving
LA are also fixed), meaning that the position of LA is
independent of the position of LAH.10,13,17 This early
implementation results in fewer degrees of freedom, and thus
vibrational analysis cannot be performed. The IMOMO
method was modified by adding a harmonic term to improve
this problem, so-called Integrated Molecular Orbital with
Harmonic Cap (IMOHC).39

The best and now-standard treatment of LAs in ONIOM was
proposed and implemented by Dapprich et al. (eq 19).23 In this
method, the position vectors of LA, RLA, LAH, RLAH, and LAC,
RLAC, are set, which enables the position of the LA to be
determined as follows:

= + −gR R R R( )LA LAC LAH LAC (19)

This means that the position of the LA is directly on the
bond between the LAC and the LAH (i.e., along the C−C
bond in the previous CH3−CH3 example). The length of the
LAC−LA bond (the C−H′ bond) is scaled by a constant g
from the LAC−LAH C−C bond (a variable g value was also
proposed40). One of the greatest strengths of defining LA
position in this way is that the position of the fictitious LA is
determined by the position of the atoms in the “real” system.
Thus, the degree of freedom of the ONIOM system remains to
be 3N − 6, where N is the total number of atoms in the “real”
system. The ONIOM energy is therefore well-defined as a
function of the coordinates of the atoms in the “real” system (as
the full QM energy), as are the gradient of the energy and the
Hessian. This enables optimization, vibrational analysis, and
molecular dynamics (MD) simulations to be performed. In
practice, more than one covalent bond can be cut from the real
system, and each dangling bond should be capped with a link
atom. Ideally, cutting more than one bond on the same (LAC
or LAH) atom at the QM/MM boundary should be avoided.
The error introduced by LAs can be minimized in the

ONIOM method, and artifacts derived from the LAs can be
implicitly correct if the force fields for the LAs can reproduce
the QM energies for LAs.8f Notably, because of eq 19,
stretching the LAC−LAH bond (described with the MM
method) transfers to stretching the LAC−LA bond (which is
evaluated quantum mechanically).8f The ONIOM boundary
treatment can also be considered as the classical correction of
the link atoms to the LAH atoms.8f One hopes that the error of
the link atom for different structures may fortuitously cancel to
get a reliable relative energy (e.g., reaction barrier or energy).

A default value of g is usually used in eq 19. Recently, Vreven
et al. implemented an alternative ONIOM link atom treatment
in Gaussian,8f in which two different g values are used in the
QM and MM model systems. For the MM model system, g can
be set to 1, the Jacobian matrix (see section 2.1.6) is set to the
unit matrix, and the MM atom type of LA is set to that for LAH
in this alternative settings. All MM terms for LA from the
model and real systems cancel each other, and the QM/MM
boundary is solely dependent on the QM calculations involving
LA.
To minimize errors from hydrogen LAs in QM/MM and

ONIOM methods, the bond cutting through the QM/MM
boundary should be examined thoroughly.6,8f To be consistent
with an electronegativity of the hydrogen LA, ideally an inert
Csp3−Csp3 bond should be cut (Figure 2b). Cutting polar bonds
with strong inductive effects (e.g., C−O, Si−O) and conjugated
bonds with strong conjugation effects should be avoided in
QM/MM and ONIOM calculations (Figure 2c). Furthermore,
the QM/MM boundary should be at least three bonds away
from the site at which bonds are being formed/broken in the
model system, to avoid discontinuous PESs (Figure 2d).8f,25

Taking a substitution of X by Y (i.e., the R−X bond broken and
the R−Y bond formation, Figure 2d) as an example, all MM
bonded energy terms involving the link atom are canceled out
only when the QM/MM boundary is put at least three bonds
away from the reaction site.
To cut a polar bond, Dapprich et al. examined the use of a F

link atom to mimic the CF3 group.
23 However, a very long C−

C boundary bond of 1.841 Å was found and concluded that F
was not a good LA for mimicking the C−CF3 bond. In this
connection, a shift operator developed by Koga et al.41 was
suggested for incorporating electronic effects between LAH and
LA in the ONIOM(QM:MM) method, by changing the one-
electron energy and tuning the electronic properties of LA.12,23

The QM/MM boundary problem in the QM/MM and
ONIOM methods is inevitable for many systems, and there is
no perfect and efficient solution. However, one can use
ONIOM3(QM1:QM2:MM) with an immediate environment
system as a “link layer” to alleviate the QM/MM boundary
problem. The link layer effectively moves the QM/MM
boundary, and the MM environment is further away from the
QM model system,16,42 decreasing LA errors.

2.1.6. Energy, Gradient, Hessian, and Molecular
Properties. The positions of LAs in ONIOM are defined by
eq 19. The ONIOM2 energy, given by eq 4, can be rewritten as

= +

−

E E E

E

R R R

R

( ) ( ) ( )

( )

ONIOM2(high:low) high,model model low,real

low,model model (20)

Here, all coordinate-dependent energy terms are specifically
indicated. EONIOM2(high:low) and Elow,real are functions of the
coordinates of the real system (R), whereas Ehigh,model and
Elow,model are generally functions of Rmodel, the coordinates of the
model system (including LAs, see Figure 2). The energy
gradient of EONIOM2(high:low)(R) with respect to the nuclear
coordinate of the real system R can therefore be written as

∂
∂

=
∂

∂

+
∂

∂
−

∂
∂

E E

E E

R

R

R

R
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R

R

( ) ( )
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ONIOM2(high:low) high,model model

low,real low,model model

(21)
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The ONIOM2 gradient is a vector of 3N dimension. Using
the chain rule between the coordinate of the real system R and
that of the model system Rmodel, one gets

∂
∂

= ∂
∂

∂
∂

= ∂
∂

·
R R

R
R R

J R R( ; )
model

model

model
model

(22)

where J(Rmodel; R) is the Jacobian between Rmodel and R.23 As
the position of the link atom is defined by eq 19 (depending on
the positions of Rmodel and R),23 the Jacobian can be easily
evaluated regardless of the methods (QM or MM). Combining
eqs 21 and 22:
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∂
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low,real low,model model

model
model

(23)

Thus, the ONIOM2 gradient can be obtained from the three
gradients (∂Ehigh,model(Rmodel)/∂Rmodel, ∂Elow,real(R)/∂R, and
∂Elow, model(Rmodel)/∂Rmodel),

23 which are calculated with stand-
ard QM and MM programs. Note that when LAs are not
introduced (Figure 2a), J is the unit matrix and the ONIOM2
gradient has its simplest form.
Further derivation of eq 23 with respect to R gives the

expression of the second derivative matrix,23 or Hessian, as
follows:
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Because vibrational frequencies evaluated by QM methods
are usually overestimated relative to the experimentally
observed frequencies, an empirical scaling factor is often used
for each theoretical method to increase accuracy of the
computed frequencies. Likewise, scaling factors, c1, c2, c3, for
different methods can be applied in the ONIOM calculations
and easily incorporated as follows:23
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The Hessian is a 3N × 3N matrix. Because of the relationship
shown in eq 19 for the positions of the LAs, the ONIOM
Hessian and gradient have correct dimensionality and can be
used directly for geometry optimization, vibrational normal
modes, and frequency calculations and MD simulations.23

The above gradient and Hessian expressions for ONIOM2
can be easily generalized for the gradient and Hessian for
ONIOM3 and ONIOMn methods. For brevity, no explicit
expressions will be given in this Review. The energy, gradient,
and Hessian for ONIOM2 and ONIOM3 have been
implemented in Gaussian by the original authors, enabling
geometry optimizations, vibrational frequency calculations, and
molecular dynamics simulations. One may also note that any

electronic structure codes, which provide energy and gradient
(and Hessian if needed), can also be used as an “external” part
of ONIOM calculations in the Gaussian program.
ONIOM Hessian can be used to compute vibrational normal

modes and accurate infrared (IR) spectra of large molecular
systems.43 ONIOM infrared (IIR) and Raman (IRaman) intensity
of the whole system can be expressed as
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where F is an electric field.
ONIOM is capable of computing various molecular proper-

ties of large systems. For instance, the ONIOM2 density can be
defined as

ρ ρ ρ ρ= + −ONIOM2(high:low) high,model low,real low,model (28)

Using this definition, a variety of one-electron molecular
properties can be calculated with the ONIOM approximation.
The equations of the other molecular properties (e.g.,
polarizability and hyperpolarizability tensors), which were
expressed in a previous seminal work,23 are not expressed in
this Review for brevity.

2.1.6.1. Nuclear Magnetic Resonance. Computational
prediction of nuclear magnetic resonance (NMR) chemical
shifts is popular for the structural and geometrical assignment
of compounds. The computationally demanding Gauge
Invariant Atomic Orbital (GIAO) method has been proposed
as a particularly accurate method for NMR parameter
calculations, and ONIOM has received much attention for
calculating NMR chemical shifts in large molecular systems. For
a two-layer ONIOM(MP2-GIAO:HF-GIAO) scheme, Karada-
kov et al. used the following expression to calculate ONIOM
isotropic NMR chemical shieldings:44

σ σ

σ σ

=

+ −
‐ ‐ ‐

‐ ‐

N N

N N

isoONIOM2(MP2 GIAO:HF GIAO) isoMP2 GIAO,model

isoHF GIAO,real isoHF GIAO,model (29)

This method was applied to calculate absolute isotopic (13C,
17O, and 19F) proton NMR chemical shieldings in the water
dimer, ethanol, acetone, acrolein, fluorobenzene, and naph-
thalene. ONIOM(MP2-GIAO:HF-GIAO) was consistent with
the full MP2-GIAO results. The ONIOM method has also been
applied to compute accurate NMR chemical shifts of a number
of systems.45

2.1.7. ONIOM Energy Decomposition Analysis. MM
methods in ONIOM(QM:MM) are often used to investigate
the steric effects of substituents.10 Even when the whole system
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is too large for the pure QM method, using a low-level QM
method, one can perform ONIOM(QM:QM) calculation that
includes the electronic effects as well as steric effects of these

substituents. Ananikov et al. proposed three-stage calculations
((1) the high-level QM model system, (2) ONIOM(QM:MM)
for the real system, and (3) ONIOM(QM:QM) for the real
system) to decompose the substituent effects into steric and
electronic effects (Figure 4).46 Hirao also combined the
Kitaura−Morokuma energy decomposition analysis47 (EDA)
and ONIOM(QM:MM) to study the effects of protein in
Cytochrome P450.48

2.1.8. Geometry Optimization and Microiteration
Methods. Geometry optimization49 of equilibrium structures,
transition states (TSs), and minimum points on the seam of
crossing (MSXs) is critical for understanding mechanisms of
chemical reaction and photoinduced processes. Prior to the
development of IMOMM, the influence of substituent effects
during geometry optimizations was approximated with an
iterative, “by-hand” technique: geometry optimization of the
model system was performed using a QM method; substituents
were then added and optimized using an MM method with the
QM-optimized model system frozen (“QM-then-MM” opti-
mization).50 The optimization with the ONIOM method more
rigorously incorporates the substituent effect on the geometry
of the real system, without the need for tedious parameter-
ization (e.g., empirical valence bond method (EVB)51 or
transition state force field52). In general, geometrical parame-
ters of the model and environment systems by ONIOM
geometry optimization are similar to those individually
optimized by the high- and low-level methods, respectively.
2.1.8.1. Microiteration Method. Because there are signifi-

cant degrees of freedom in the environment system as
compared to the model system and the computational cost of
the MM calculation for the real system is much lower that of
the QM calculation for the model system, ONIOM uses an
efficient hybrid optimization method. First, a complete
geometry optimization of the environment system is performed
with MM, with the fixed model system (microiterations). One
expensive QM optimization step of the small model system
with the entire environment system fixed is then performed
(macroiterations). This process is repeated until atomic forces
of the whole system converge to some specific thresh-
old.10,17,23,53 Such separate geometry optimization method
can not only reduce the number of the expensive QM
calculations, but it can also make use of two different and
efficient optimization methods, such as a memory-demanding
second-order algorithm (e.g., the Newton−Raphson (NR) or

rational function optimization (RFO) in redundant internal
coordinates) for the small model system and a first-order
algorithm (e.g., steepest descent or conjugate gradient
optimization in Cartesian coordinates) for the large environ-
ment system. This efficient microiteration method has been
implemented in many QM/MM programs.54

2.1.8.2. Quadratically Coupled Optimization Method. The
hybrid macro-/microiteration geometry optimization method is
an efficient method for the ONIOM(QM:MM) optimization of
large systems, but it suffers from a few drawbacks.55 First, the
Hessian update used in the macroiteration step (which can be
regarded as a formal ONIOM(QM:MM) optimization step) by
the RFO method is not well-defined, as the QM and MM
regions use different coordinate spaces. It can lead to bad force
constants and incorrect curvature. Second, this macro-/
microiteration optimization method excludes Hessian coupling
between the QM coordinates and MM coordinates, which can
result in oscillations in the optimization steps. Vreven et al.
developed and implemented a quadratically coupled ONIOM-
(QM:MM) geometry optimization scheme in Gaussian to solve
this problem, which allows explicit Hessian coupling between
the QM and MM parts in the QM optimization steps.55 The
MM contributions to the QM/MM Hessian coupling are
computed analytically. In addition, an iterative Davidson
diagonalization method was applied to solve the RFO equations
without storing the Hessian:
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where H, g, and Δq represent Hessian, gradient, and magnitude
of the step, respectively. The ONIOM geometry optimization
with quadratic coupling was found to reduce the expensive
macroiteration steps, improve optimization stability without
erratic steps in the initial optimization, as well as converge to
nearby local minimum.55

2.1.9. ONIOM Method Combined with High-Accuracy
Methods. Quantitative prediction of chemical properties can
be achieved by using the high-level ab initio methods, such as
CCSD(T) with the very large basis sets. However, these
methods can be applied for relatively small molecules due to
poor scaling of computational costs with the size of the system.
Several extrapolative schemes, Gaussian (Gn) models,20,56

Weizmann (Wn) methods,57 and complete-basis-set (CBS),58

were proposed in the literature for predicting energies at a
relatively low computational cost. These methods are referred
as the “compound model chemistries”, where a series of
calculations with different levels of theories and basis sets are
combined and applied to the entire molecular system.59 These
methods are very different from the present hybrid methods,
such as IMOMO or ONIOM, where more accurate levels of
theory are only applied to the smaller size of the subsystems
(e.g., model system).
Froese et al. proposed IMOMO(G2MS) for accurate energy

and property calculations of large molecular systems at a low-
computational cost (Figure 5).60 The G2-type approach can be

Figure 4. Energy decomposition analysis of the steric and electronic
effects of the substituent. Reprinted with permission from ref 46.
Copyright 2010 Elsevier.
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used as a two-dimensional extrapolation to estimate the high-
level electron correlation with a large basis set, where the effect
of a large basis set can be evaluated at a lower level (e.g., MP2),
while the effect of high-level electron correlation (e.g.,
CCSD(T)) can be calculated with a small basis set. Another
dimension then can be included to represent the size of the
system by using the IMOMO method. This approach
extrapolates the results of a high-level calculation of the small
model system and a low-level calculation of the real system to
estimate the high-level result for the real system.
2.1.10. ONIOM Solvent Methods. The solvation effect is

significantly important for many chemical and physical
properties. To include the effect of solvent into the ONIOM
calculation, two approaches have been used. One is the explicit
solvent model, which describes the solvent molecules explicitly
as low-level atoms. The other is the implicit solvent model,
which describes the solvent as continuum medium. Especially,
two methods, ONIOM-XS and ONIOM-PCM, were developed
to include the solvation effect in the ONIOM calculation
effectively. Here, their calculation schemes are explained. Their
applications will be discussed mainly in section 8.
2.1.10.1. ONIOM-XS for Explicit Solvent Model. One can

explicitly introduce many solvent molecules, which can be
described by QM and/or MM methods, to solvate a molecular
system. The total energy of the whole system then depends on
configurations within the solvent shell. Sampling methods
(such as MD or Monte Carlo (MC)) can be used to obtain
different solvent configurations. However, conventional sam-
pling methods combined with the multilayer methods have

problems, because the solvent molecules in the high level often
enter and leave the active region during the simulation, which
results in the discontinuous potential energy and forces.
Kerdcharoen et al. developed an adaptive ONIOM MD
method to solve this problem, so-called “ONIOM-XS” (Figure
6).61 In this method, a thin switching shell located between
high- and low-levels is introduced to smooth the transition due
to the solvent exchange.

The energy of the system depends on how the switching
shell is defined. When a solvent molecule on the switching shell
is included in the high-level region, the total energy can be
written as

+

= + − + +

E n l N

E n l E n l E N

( ; )

( ) ( ) ( )
ONIOM 1

high 1 low 1 low (31)

where Ehigh(x) and Elow(x) represent the energies at high- and
low-levels for the systems including atoms x, and n1, l, and n2
define the number of particles (both solutes and solvents) in
the high-level region, the switching shell, and the low-level
region, respectively. The total number of particles is N = n1 + l
+ n2. Alternatively, when the switching shell is not included in
the high-level region, the total energy can be written as

= − +E n N E n E n E N( ; ) ( ) ( ) ( )ONIOM 1 high 1 low 1 low (32)

When a solvent molecule enters or leaves the switching shell,
the total energy evaluated with only one energy expression
should be discontinuous. To make the potential energy smooth,
the total energy is taken as a hybrid between two energy
expressions and expressed as follows:
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where s(̅{rl}) is an average over a set of switching functions
si(xi) for individual exchanging solvent molecules in the
switching shell:
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If there is no particle in the switching shell (l = 0), the
switching function is zero, and only eq 32 is computed. When a
particle moves into the switching shell from either side, both
ONIOM energy terms (eqs 31 and 32) must be evaluated, and
the contribution from each term is weighted by the switching
function. Kerdcharoen et al. employed the following poly-
nomial expression as the switching function (eq 35).
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Here, r0 and r1 are the radii of the inner and outer surfaces of
the switching shell, respectively, and ri is the distance between
the center of mass of the exchanging solvent molecule and the
center of the high-level region. The polynomial form and
parameter sets are derived to have an S-curve that converges to
0 and 1 at r0 and r1, respectively. The polynomial form is
preferred over the ST2 switching function,62 which are
employed in the conventional QM/MM simulations,63 because
the first and second derivatives of the polynomial are
continuous. Both energy and forces can be smoothed by
employing the ONIOM-XS method, even if a solvent molecule
moves from the high-level to low-level region or vice versa. The
solvation structure around solutes is also better than that
produced using classical MD simulations. The one disadvantage
of ONIOM-XS is that two QM calculations are required for
geometries with solvents in the switching shell, which results in

Figure 5. Three-dimensional extrapolation scheme connecting the G2-
type and IMOMO methods. Reprinted with permission from ref 60.
Copyright 1997 American Chemical Society.

Figure 6. Schematic diagram of the ONIOM-XS method.
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higher computational cost. ONIOM-XS has been used only for
studying the dynamical solvent structures around solutes (see
section 8.1.3). However, the concept of ONIOM-XS (adaptive
MD) can also be applied for many other systems, which have
nonlocalized active regions.
2.1.10.2. ONIOM-PCM for Implicit Solvent Model. Solvation

effects can also be described implicitly using a polarizable
continuum model (PCM).64 Here, the solvent is represented by
a homogeneous polarizable continuum with a given permittiv-
ity, and the solute is represented in terms of a charge density
contained by a cavity built in the continuum medium. The
charge distribution of the solute inside the cavity polarizes the
dielectric continuum, which in turn polarizes the solute charge
distribution. This interaction leads to a self-consistent scheme,
which can be solved iteratively. In the integral equation
formalism (IEF)-PCM model,65 the Poisson equation can be
expressed as follows:

ε− ∇ = πρx V x xdiv[ ( ) ( )] 4 ( ) (36)

Here, ε(x) is the dielectric function, whose value is constant
outside the cavity and 1 within the cavity. The solute charge-
distribution ρ(x) is assumed to lie only inside the cavity; its
value outside the cavity is 0.
To embed an ONIOM calculation in PCM,66 the cavity is

defined based on the real system, and the integrated solute
charge-distribution ρ(x) is calculated by using the extrapolative
ONIOM fashion (see eq 28):

ρ ρ ρ ρ= + −ONIOM high,model low,real low,model (37)

Apparent surface charge (ASC) should be calculated by using
the potential obtained with the integrated charge distribution in
eq 37. However, unlike in standard IEF-PCM,65 the wave
function and ASC cannot be optimized simultaneously. The
integrated charge distribution can only be obtained and used in
the IEF-PCM scheme after the three subcalculations are
completed. This results in a double-iteration scheme, called
ONIOM-PCM/A.

ρ ρ

ρ

= +
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‐E E E
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low,model ONIOM (38)

Because such an optimization is computationally very
demanding, three approximations were proposed to avoid the
use of a double-iteration optimization of the wave function and

ASC. The first of these is ONIOM-PCM/B. The reaction field
determined at the low level for the real system is used, instead
of integrated reaction field used in ONIOM-PCM/A. The ASC
is determined by ρlow,real via a regular efficient IEF-PCM
calculation, and is subsequently used in the two-model system
calculations as follows:
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ρ
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‐E E E
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low,model low,real (39)

The second approximation is ONIOM-PCM/C, in which
solvation effects are only included in the low-level calculation
on the real system, and the model system calculations are
performed in a vacuum (eq 40).

ρ= + −‐E E E E( )ONIOM PCM/C high,model low,real low,real low,model

(40)

The extrapolation to the high level is assumed not to be
affected by the reaction field.
The third approximation, ONIOM-PCM/X, is an approx-

imation to the correct ONIOM-PCM/A and does not fit in the
hierarchy of ONIOM-PCM/A, ONIOM-PCM/B, and
ONIOM-PCM/C. The same cavity, based on the real system,
is used for three subcalculations, but each of the subcalculations
has its own ASC as follows:

ρ ρ

ρ
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ONIOM PCM/X high,model high,model low,real low,real

low,model low,model (41)

ONIOM-PCM/X can be regarded as an alternative to
ONIOM-PCM/A, and is not a simplification. The schematic
representation of the four ONIOM-PCM schemes is shown in
Figure 7. The three approximations, ONIOM-PCM/B,
ONIOM-PCM/C, and ONIOM-PCM/X, reproduce the exact
ONIOM-PCM/A quite well in the examples shown in section
8.2.1. The ONIOM-PCM/X approximation is used as the
default scheme for ONIOM-PCM in the Gaussian 09 program.
Many studies have been published in which the ONIOM-PCM
method was applied for organic, inorganic, and biomolecular
systems, and they will be discussed in sections 8.2 and 8.3.

2.1.11. ONIOM Methods for Excited States. The correct
treatment of electronically excited states is generally more
challenging and computationally demanding, as compared to

Figure 7. Schematic diagram of four ONIOM-PCM methods. The first, second, and third rows are the definitions of the cavity and the solute charge
distribution ρ for (low, real), (low, model), and (high, model) levels, respectively. Reprinted with adaptation by permission from ref 66a. Copyright
2004 Springer.
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that of the electronically ground state. This is especially the case
for large systems, in which many of these excited-state methods
are computationally prohibitive for accurate QM methods.
However, with proper choices of high- and low-level methods,
as well as the size of the model system, ONIOM can provide a
promising approximation to study photochemistry, photo-
physics, and photobiology, when electron excitation and an
electronically excited state are involved mainly in the model
system.15

For a two-layer ONIOM method, the excited-state energy
can be expressed as

* = * + * − *E E E EONIOM high,model low,real low,model (42)

The excited-state gradient and Hessian have the same forms
as those for the ground state (eqs 23 and 24). If electron
excitation in the real system is sufficiently localized in the
model system, energetic contributions from the environment
system (Elow,real* − Elow,model* ) may be approximated by using a
ground-state energy, at either the QM or the MM level.15,67 In
such approximation, an extrapolated ONIOM result depends
largely on the high-level excited-state calculation in the model
system for the ONIOM(QM:QM) or ONIOM(QM:MM)
method. However, electrostatic interactions between the
environment and excited-stated core systems may not be well
described by the ground-state method, if the ground- and
excited-state wave functions of the model system are very
different.
When the excitation is not confined to the model system, the

combination of the methods and size of the model system
becomes critical. One can treat interactions between the
environment and excited-stated core systems by using a low-
level QM excited-state method, along with a high-level QM
excited-state method for the model system in ONIOM-
(QM:QM) calculations. For instance, Vreven et al. reported
such ONIOM(QM:QM) treatments to study protonated Schiff
base of retinal and accurately reproduce the first singlet excited-
state (S1) energy profile for photoisomerization by using UHF
triplet state (T1) as the low-level method.68 TD-HF or CIS as
the low-level method can reproduce the energy difference
between S0 and S1 states very well. This excited-state
ONIOM(QM:QM) approach can further be extended to the
ONIOM(QM:QM:MM) scheme for large systems (such as
photobiology, see section 9.3), which has been applied to study
an absorption energy for bacteriorhodopsin and bovine
rhodopsin.8f,69 The proper low-level QM method can be
employed to treat the less important delocalization effect from
the substituents, while the accurate high-level QM method
describes the key excitations in the model system. Irrespective
of the high- and low-level methods here, it must be assured that
the same electronic state is modeled in both QM calculations,
because the order of electronic states varies in different QM
methods. Currently, there is no method that automatically
matches the same electronic state in different QM methods,
and thus the users have to manually check and define the states.
This state-order problem is particularly severe for optimization
and molecular dynamics around crossing regions, which has
probably been one of the reasons hindering the wider use of the
method.

2.2. Recent ONIOM Method Improvements and Alternative
Hybrid Methods

We now turn to a discussion of more recent developments to
the ONIOM method as well as alternative hybrid methods.

2.2.1. ONIOM-Like and Alternative Hybrid Schemes.
The ONIOM method was originally implemented in the
Gaussian program by Morokuma and co-workers.8f,23 Extrap-
olative (subtractive) and flexible ONIOM-type or ONIOM-like
QM/MM methods have since been implemented and
developed in a number of other computational chemistry
programs (e.g., ADF,70 CHARMM,71 COBRAMM,72 Com-
Qum,73 GROMACS,74 NWChem,75 PARAGUASS,76 Q-
Chem,77 and QMMM78). Eichler et al. developed a subtractive
QM/MM scheme with ME scheme for geometry optimization
in periodic environments and finite-size molecular systems,
using shell model potentials to treat the environment
system.40,79 Shluger et al. also implemented a combination of
the subtractive QM/MM scheme with a shell model:

= + −

− ‐

E E E E

E

(cluster) (cluster)

(cluster env)

tot QM GULP GULP

coul (43)

where EQM(cluster), EGULP, and ECoul(cluster-env) are the QM
energy of the cluster (model) system, the total energy of the
crystal by the shell model method, and the Coulomb
interaction of the classical cores replaced by QM ions with
the remaining crystal.80 The last three terms in eq 43 contain
short-range interactions between the QM cluster ions and the
surrounding classical crystal lattice described by classical
interatomic potentials (CIP), as well as polarization energy of
the classical crystal lattice.
A similar extrapolative approach has recently been developed

to combine two different QM methods and applied to
photochemical reactions in the molecular crystal, in which
the photoexcited model system and the whole lattic bulk are
treated by an excited-state method (e.g., TD-DFT) and a
ground-state method (e.g., DFT).81 Notably, all interactions
between the photoexcited model system and the surrounding
bulk lattice are approximately described by the ground-state
method. Such approximation works well, when the electron
density difference between the ground- and excited-state model
systems is very small (see section 2.1.11).

2.2.1.1. SIMOMM Scheme. Shoemaker et al. modified the
IMOMM method to allow LA and LAH to be freely optimized
in the QM and MM calculations, respectively, so-called
SIMOMM (Surface Integrated Molecular Orbital/Molecular
Mechanics) scheme, which was implemented in GAMESS.82

This scheme was aimed for modeling surfaces to avoid
constraints in a lattice. SIMOMM was first used to study
cluster models on a Si(100) surface, whereas the LAC−LA and
LAC−LAH bond distances were fixed in the original IMOMM
and ONIOM methods. As compared to the IMOMM and
SIMOMM methods, a better treatment for the positions of LA
and LAH atoms as well as the correct degrees of freedom were
later proposed for the ONIOM method (eq 19).

2.2.1.2. QtMMOD Scheme. The “Quantum to molecular
mechanical overlapping domain” (QtMMOD) method was
recently proposed,83 in which only the outer part of the model

Figure 8. Schematic partition of QtMMOD method. Reprinted with
permission from ref 83. Copyright 2008 Elsevier.
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system is described by both QM and MM methods (“minimal-
overlap”, Figure 8), rather than the complete model system
used in the ONIOM methods (“full-overlap”). Therefore, the
MM calculations on the inner model system, which cannot be
described by existing classical functions, are skipped in the
QtMMOD method. It should be noted that the long-range
interactions between the environment and inner model systems
are missing in this method. The QtMMOD method was further
combined with a finite-element continuum mechanical method
by the bridging domain method (QM/MM/CM method).
They applied these methods to investigate properties of
graphene sheets with defects.
2.2.1.3. Dual-Level Scheme. A dual-level QM1:QM2/MM

scheme was proposed by two groups54e,84 as an alternative to
the extrapolative ONIOM(QM1:QM2:MM) method, in which
the energy of the whole system is written as

= + +

= + + +

‐ +E E E E

E E E E( )

tot QM1(gas),model QM2 MM(int pol) MM

QM1(gas),model QM2,pol QM2,int MM (44)

The interactions and polarization of the model system with
the environment system, EQM−MM(int+pol), are approximated by
the lower-level semiempirical (SE) method in the dual-level
scheme. The first three terms of eq 44 can be used for geometry
optimization of the model system, while the last three terms are
used for the geometry optimization of the environment
system.54e Also, one can use the low-cost QM2 method for
demanding statistical sampling.84a This scheme is conceptually
similar to the ONIOM(QM1:QM2:MM) method with a few
differences. There are only two layers, and the QM2 method
was used to treat the model system in the dual-level scheme,
whereas there are three layers and the QM2 method was used
to treat the larger intermediate system in the ONIOM-
(QM1:QM2:MM) method.
2.2.1.4. QM/Me Scheme. It is challenging to model chemical

reactions in delocalized metallic systems using high-level QM

methods. Because a finite-size cluster model is not realistic,
PBC supercell approaches have been widely used. However, the
cost of the QM method increases significantly with increasing
size of the QM supercells. Very recently, Meyer et al. proposed
a QM/Me method (Figure 9):85

= − +E E E E( )QM/Me QM,(slab U ads) QM,slab Me,bath (45)

While generic QM/MM and ONIOM(QM:MM) methods
involve only one QM calculation, two QM calculations of the
same PBC supercell with two slightly different model systems
are performed in the QM/Me method: one QM calculation
includes the adsorbate atoms (EQM,(slab U ads)), and the other

QM calculation excludes them (EQM,slab). The energy difference
between these two QM model calculations contains the short-
range adsorbate−substrate and adsorbate−adsorbate interac-
tions, whereas the remaining long-ranged substrate−substrate
interactions (EMe,bath) are described by many-body CIPs
method. The subtractive step is performed in the two QM
calculations in the QM/Me method, while this step can be
regarded in the two MM calculations in the ONIOM2-
(QM:MM) method (eq 2). The QM/Me method was used to
study a highly exothermic O2 dissociation on Pd(100).

2.1.1.5. Alternative Hybrid Schemes. Additive schemes
cannot easily yield a coupling Hamiltonian for all types of
interactions between two different QM methods. However, a
number of approximate methods for combining two different
QM methods have been proposed and developed, such as
frozen-density embedding (FDE) (or frozen DFT (FDFT))
method,86 and its constrained DFT (CDFT) variant,87 as well
as ab initio-in-DFT method.88 Cui et al. also proposed iterative
QM/SE methods (e.g., QM/SE-I).89 Gogonea et al. adopted
the divide-and-conquer approach90 to combine DFT and SE
through a chemical potential scheme.91 Wanko et al. developed
additive QM1/QM2/MM method,92 which only describes
classical Coulomb interaction between the two QM regions,
but does not include charge transfer, exchange, and electron
correlation (which are included in the ONIOM3 method
treated by the lower-level QM approximation). CDFT was also
combined with the MM method.93

2.2.2. Boundary Treatments. 2.2.2.1. ONIOM2-
(QM1:QM2)-CT Method. The model system is generally
considered to be a closed system. No charge transfer (CT)
between the QM/MM or QM/QM boundary is generally
allowed in generic QM/MM and ONIOM calculations.
Recently, Mayhall et al. developed a method to include CT
between the two QM layers, ONIOM(QM1:QM2)-CT
(Figure 10).94 To incorporate consistent CT effects or charge
redistribution between different layers, nuclear charges of the
link atoms are tuned to modify a one-electron potential in the
model system preparation step, until the total QM2 charge
distribution of the core system (region I) in the model system
calculation becomes identical to that in the real system
calculation (i.e., qQM2,model(core) = qQM2,real(core)).

94 The
hydrogen link atoms are regarded as an electron buffer region.
The ONIOM-CT method was found to improve a test set of 20
chemical reaction energies by more than 35%. Very recently,
the Raghavachari group further extended and improved
ONIOM-CT method by matching the electrostatic potential

Figure 9. A schematic picture in the QM/Me method for metallic
systems. The arrows represent computed force (F). Reprinted with
permission from ref 85. Copyright 2014 Wiley-VCH Verlag GmbH &
Co. KGaA.

Figure 10. Schematic diagram for the ONIOM(QM:QM)-CT
method. Reprinted with permission from ref 94. Copyright 2010
American Chemical Society.
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(ESP) between the model and real systems (ESP-ONIOM-
CT).95 This new method was also applied to one- and two-link
atom reactions and was found to improve the accuary of
reaction energies by 40−60%, as compared to the conventional
ONIOM method.
A charge-transfer method for the additive QM/SE method

was developed by means of chemical potentials and a divide-
and-conquer method.91 A charge-transfer method for QM/MM
methods was also proposed and developed on the basis of the
principle of electronic chemical potentials equalization.96

2.2.2.2. Double Link Atom Method. A double link atom
method, in which two link atoms (MM LA and QM LA)
saturate the two cutting QM/MM atoms to form a closed
model system and a closed environment system, has been
proposed.34 This preserves the net charge and dipole moment
to form the closed systems. All classical bonded and
electrostatic terms involving the MM LA and MM atoms are
included, but interaction between the QM and MM LA is
excluded.
2.2.2.3. Boundary Atom (or Pseudobond) Approaches.

Zhang et al. developed an alternative boundary treatment, a so-
called pseudobond approach, in which a monovalent (F) atom
with a modified effective core potential (ECP) is used as the
boundary atom, instead of the link atom.97 Parameters of the F
pseudopotential were tuned to reproduce some properties (e.g.,
bond length and strength, atomic charges) of the LAC−LAH
bond computed by the QM method. There are several
advantages of this pseudobond method: (1) no additional
link atom is introduced (no error of the link atom); (2) no
new/additional implementation is necessary; (3) the parame-
ters can be transferable to different chemical environments; and
(4) the parameters depend on the basis set and the
hybridization of the MM boundary atom (LAH), but not the
force field.
Recently, this pseudobond approach was extended to

different boundary atoms. Pseudopotentials for substituted
cyclopentadiene C atoms were modified to incorporate
electronic effects of the substituents in ONIOM calculations.98

Considerable improvements in computing CO stretching
frequencies for a series of (CpR)Zr(CO)2 complexes were
observed by using the optimized pseudopotential and ONIOM-
(QM1:QM2). The development of the divalent pseudoatom is
essential to describe bonding and reactions in surface or
materials chemistry. The divalent pseudoatoms with the
modified ECP parameters are developed to combine with
sulfur atoms as the divalent silicon pseudoatoms.99 This has
been demonstrated in the case of Si surfaces, including Si(100)
cluster and slab models (which were used to study water
dissociation and hydrogenation). Moreover, a tuned and
balanced redistributed charge scheme (TBRC) was proposed
by tuning the pseudopotential of F link atoms and balancing
and redistributing charges close to the boundary.100 Related
approaches,101,102 including the adjusted connection atom
method,103 the effective group potential (EGP) method,104

the quantum capped potential (QCP) method,105 the multi-
centered valence electron effective potential (MC-VEEP)
method (for electronically ground and excited states),106

frontier orbital consistent quantum capping potential (FOC-
QCP),107 and the link molecule method (LMM with a
silicon=pseudoselenium molecule),108 have also been devel-
oped. Boundary atom approaches have been actively developed,
and could be successful in their treatment of electronic effects
due to LAH in ONIOM calculations.

2.2.2.4. Frozen Localized Orbital Schemes. The third set of
QM/MM boundary approaches is based on frozen localized
(hybrid) orbitals, for example, the hybrid orbital method,4 the
local self-consistent field method (LSCF),109 the generalized
hybrid orbital method (GHO),110 and frozen orbitals.111

Although frozen localized orbitals can give an accurate
description of the boundary, the parameters of one boundary
are not in general transferable to the other boundaries. In
addition, extensive parameterization and implementation are
required. Very recently, Sun et al. proposed exact link orbitals
and optimal link orbitals for the QM/MM boundary, in which
the exact link orbitals can be an exact treatment for the QM/

MM boundary.112 Two optimal link orbitals were also applied
for a challenging QM/MM sp2 boundary cutting through a
double bond.

2.2.3. ONIOM Electronic and Polarizable Embedding
Schemes. Bakowies et al. categorized all schemes to compute
EQM−MM into three groups:21,22 mechanical embedding (ME),
electronic embedding (EE), and polarizable embedding (PE)
(Figure 11). The ME scheme is the simplest scheme. Singh et
al. reported the additive QM/MM calculations with mechanical
embedding (QM/MM-ME) scheme in the 1980s,22,38a whereas
Warshel and Levitt adopted the additive QM/MM method
with polarizable embedding (QM/MM-PE).4

2.2.3.1. ONIOM(QM1:QM2)-EE Scheme. The Raghavachari
group extended the EE scheme to the ONIOM(QM1:QM2)
method.114 The high-level QM wave function (or charge
density) of the model system can be polarized by the low-level
QM charge distribution of the environment system in this
ONIOM(QM1:QM2)-EE scheme. Atomic charges (Mulliken,
asymmetric Mulliken, Löwdin, or scaled Löwdin charge) or
electronic densities of the real system evaluated at the lower
QM level were used to construct the embedding potential. As
opposed to the ONIOM(QM:MM)-EE method with fixed MM
charges, derivation and implementation of analytic gradients for
the ONIOM(QM1:QM2)-EE method becomes more difficult,
as the ONIOM(QM1:QM2)-EE method depends on the
variable charges in the real system. To obtain the analytic
expression for the ONIOM(QM1:QM2)-EE gradient, they
proposed equations related to the coupled-perturbed Hartree−
Fock (CPHF) equations, and applied the z-vector method

Figure 11. Schematic overview of different embedding schemes.
COSMO, conductor-like screening model; EFP, effective fragment
potential; AIMP, ab initio model potential. Adapted with permission
from ref 113. Copyright 2012 The Royal Society of Chemistry.
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developed by Handy and Schaefer to reduce it to a single set of
SCF response equations.114d HF or DFT method can only be
used as the QM2 method in the ONIOM(QM1:QM2)-EE
method. The ONIOM(QM1:QM2)-EE method has so far been
applied to a few systems: a spherosiloxane cube, water-solvated
glycine, and dye-sensitized solar cell.114b,d The same research
group also commented that if the polarization of the model
system by the environment system is not large, or similar
polarization effects are obtained with both low-level and high-
level QM methods in the model system, then the ONIOM-
(QM1:QM2)-ME method should be a reasonable approx-
imation. As compared to full QM calculations, the ONIOM-
(QM1:QM2)-EE method generally gives smaller errors than
the ONIOM(QM1:QM2)-ME method.
2.2.3.2. ONIOM(QM:MM)-PE Scheme. Very recently,

Caprasecca et al. derived and implemented the first analytical
derivatives for a QM/MM PE scheme based on an induced
dipole approach in the Gaussian program.115 This scheme uses
fixed MM charges and induced dipoles represented by atomic
isotropic polarizabilities (denoted QM/PMM-ID). In this QM/
PMM-ID scheme, the QM wave function of the model system
can be polarized by the MM charges and induced dipoles,
whereas the MM dipoles can also respond to the QM electron
density (electric field) leading to induced dipole moments. The
QM wave functions and the MM induced dipoles therefore
mutually polarize each other through self-consistent calcu-
lations. QM/PMM-ID, which can combine with many available
polarizable force fields, was implemented within the extrap-
olative ONIOM approach, ONIOM(QM:MM)-PE (eq 46). As
compared to the ONIOM(QM:MM)-EE implementation,8f it
adopts a different and more flexible implementation of the
ONIOM(QM:MM)-PE scheme,115a in which all MM non-
electrostatic terms are separated from the MM electrostatic
terms (i.e., electrostatic (es) and polarization (pol) interactions
between the QM and MM parts):

= + +

+ −

‐E E E E

E E

( )ONIOM(QM:MM) PE QM,model real,es real,pol

MM,real,noele MM,model,noele (46)

By switching off the electrostatic interactions (noele) in all MM
calculations, the MM electrostatic and polarization terms are
separately added in the QM contribution. In addition, the LAs
were assigned to have no charge or polarizability.
The ONIOM(QM:MM)-PE method was first applied to the

guanine−cytosine pair and the merocyanine dimer, which have
strong hydrogen bonds and dipole−dipole interactions,
respectively. The polarization effect on the geometry was
found to be small. ONIOM(QM:MM)-PE was then applied to
study a rhodopsin protein structure. The MM protein
environment system was divided into two regions. Atoms
within 15 Å from the chromophore atoms were assigned as the
polarizable MM region (and so were atomic charge and
polarizability), whereas the remaining MM atoms were
described with nonpolarizable force fields. A minor increase
in the bond-length alternation in the chromophore was
observed, when including polarization effects. In a similar
vein, additive QM/MM-PE schemes (e.g., based on point-
dipole, induced-charge, fluctuating charge, or drude oscillator
mode l) have a l so been deve loped by different
groups.4,21,103,116,117

2.2.4. Geometry Optimization Methods. 2.2.4.1. Micro-
iteration Method. In addition to the ONIOM microiteration
method, the Kollman and Yang groups proposed an alternative

QM/MM microiteration method, in which complete QM
geometry optimization of the model system (with a fixed
environment system) is followed by complete MM geometry
optimization of the environment system (with a fixed model
system) until convergence.38a,118 Recently, least-squares mini-
mization and mixed-coordinate (redundant internal and
Cartesian coordinates for the QM and MM parts, respectively)
methods have also been proposed and combined with ONIOM
geometry optimization. Tests demonstrate that this optimiza-
tion method is stable and efficient.119

2.2.4.2. Intrinsic Reaction Coordinate (IRC) Method.
Hratchian et al. developed an efficient (first-order) Euler
predictor-corrector reaction path integration method combined
with ONIOM to obtain steepest-descent reaction paths120 for
large systems.121 Critically, this algorithm avoids the computa-
tionally demanding Hessian diagonalization, which scales as
O(N3). A microiterative-based procedure for additive QM/MM
IRC method on large systems, in which the core system walks
along the IRC path and the remaining system is minimized
after each IRC step, was also recently proposed.122 QM/MM
reaction paths computed using other methods (e.g., nudged
elastic band (NEB) and replica path methods) have also been
proposed.8c,123

2.2.4.3. Global Reaction Root Mapping Strategy. The
global reaction root mapping (GRRM) strategy124 is one of the
most powerful tools to explore critical points on PESs
exhaustively, such as local minimums, transition states,
dissociation channels, minimum energy conical intersections
(MECI), and minimum seams of crossing (MSX).125 This
strategy consists of two methods: the anharmonic downward
distortion following (ADDF) method126 and the artificial force
induced reaction (AFIR) method127 (Figure 12). The ADDF
method is able to locate all local minima and transition states,
given one or several local minima. On the other hand, AFIR
explores approximate reaction pathways starting from dissoci-
ation limits or local minima, by placing an artificial force
between reaction centers. These two methods only require
electronic energy, energy gradient, and Hessian (mandatory for
ADDF and updated for AFIR), and therefore in principle they

Figure 12. Concepts of the ADDF and AFIR methods.
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can be combined with any electronic structure method. In the
case of ONIOM, these three quantities can be calculated as
described in eqs 4, 23, and 24, thus making it possible to
combine ONIOM with GRRM to search for complex
systems.128

The microiteration approach, essentially the same approach
used in ONIOM (see section 2.1.8), can also be used in both
ADDF129 and AFIR130 geometry optimization to reduce
computational cost. The only complication is the treatment
of the Hessian matrix for the high-level region (see section
2.1.8). In practice, an effective Hessian is used to account for
couplings between the high and low layers:55

∑ ∑∂
∂ ∂

= −
= =

E
q q

h h W h
Q( )

i j
ij

m

N

n

N

im nm nj
high

1

3

1

3
c low c

low low

(47)

where hhigh and hc are the matrix elements of the Hessian for
the high-level and high-low levels coupling blocks, respectively.
qi are coordinates of atoms in the high level, Nlow is the number
of atoms in the low level, andWlow is the inverse Hessian matrix
of the low-level block.
Exhaustive explorations of reaction pathways of large and

flexible molecules using ADDF and AFIR currently have a high
computational cost. If the size of the low-level block is large, the
calculation of the Hessian’s inverse is demanding. To reduce
computational cost here, the outer shell atoms that are far
enough from the reactive center are omitted.129,130 Computa-
tional cost can be reduced further using some ONIOM method
in an early stage of study; for example, in a recent application of
the AFIR method for a multicomponent reaction,131 all
reaction pathways were identified quickly by using inexpensive
ONIOM calculations before important geometries were
reoptimized at a higher level of theory.
2.2.5. ONIOM Method Combined with High-Accuracy

Methods. The Guo group developed an ONIOM-G3B3
method, and benchmarked 63 experimental bond dissociation
energies (BDEs) of diverse molecules.132 These ONIOM-G3B3
results are in excellent agreement with experimental values. The
ONIOM-G3B3 approach has been successfully used to
calculate BDEs of antioxidants,133 carbohydrates,134 oximes,135

natural antioxidants,136 allylic disulfides,137 and carbanions.138

The ONIOM-G4 method was also recently developed and used
to benchmark hydride dissociation energies against 48 bulky
organic molecules.139 Three-layer ONIOM-G2R3 (OG2R3)
method has also been applied to calculate dissociation energies
for 34 donor−acceptor complexes,140 and to study donor−
acceptor complexes containing fluoroalkyl and aryl substituents
on the acceptors.141

The Wilson group combined the correlation consistent
composite approach (ccCA) into the ONIOM multilayer
methodology,142 so-called ONIOM-ccCA. This approach was
used to predict the C−H bond dissociation energies of 18
anthracene and fluorene analogues (up to 43 atoms, with an
average error of only 1.2 kcal/mol with respect to experimental
results), and to calculate proton affinities (PAs) of small
biomolecules.143 In addition, a relativistic pseudopotential
correlation-consistent composite approach within the
ONIOM framework (ONIOM-rp-ccCA) was developed to
study oxidative addition of the ethane carbon−carbon bond to
Ni, Cu, Pd, and Pt atoms.144 In this instance, ONIOM-rp-ccCA
effectively reproduced CCSD(T)/aug-cc-pCV∞Z results.
2.2.6. ONIOM Methods for Molecular Properties.

2.2.6.1. Hessian and Frequency. As discussed in detail in

section 2.1.6, the energy and its derivatives are well-defined in
the ONIOM method, and therefore stationary points on the
PESs (minima or transition states) can be calculated.53a,55 It is
important to note that the resulting stationay point(s) is not a
stationay point for any of the individual subcalculations. After
the stationary points are determined, Hessian and normal-mode
analysis can be performed by using the harmonic approx-
imation. For a complex molecular system, DFT can be used for
energy or gradients calculations, but analytic frequency
calculation may be very expensive due to memory require-
ments.145 However, ONIOM(QM:QM) analytic frequency
calculations, for instance, ONIOM(QM:SE), can be achieved
by using much less memory.
According to Vreven et al.,145 the diagonalized ONIOM

Hessian of the whole systems can be partitioned into the
contributions of individual subcalculations:

α

+

− =

X H X X H X

X H X

t t

t

,ONIOM
model
high ONIOM ,ONIOM

real
low ONIOM

,ONIOM
model
low ONIOM ONIOM

(48)

where H, XONIOM, and αONIOM represent Hessian, eigenvectors,
and eigenvalues, respectively. The following matrixes were
defined:

β = X H Xt
size
level ,ONIOM

size
level ONIOM

(49)

Each matrix β then can be split into a diagonal matrix γ and an
off-diagonal matrix.145 As the sum of the off-diagonal matrixes
must be zero:

α β β β γ γ γ= + − = + −ONIOM
model
high

real
low

model
low

model
high

real
low

model
low

(50)

According to the above equation, the ONIOM curvature along
a vector can be obtained by using the three individual
curvatures. Pseudofrequency f i′ then is related to the ONIOM
eigenvalue αi and can be obtained as follows:

γ′ =f i isize,
level

size,
level

(51)

ONIOM frequency can now be expressed as a combination of
three components:

= ′ + ′ − ′f f f f( ) ( ) ( ) ( )i i i i
ONIOM 2

model,
high 2

real,
low 2

model,
low 2

(52)

Using this approach, the effect of the substituents on the
ONIOM frequency can be determined.
This approach can be applied for the study of transition

structures and higher-order saddle points. Vreven et al.
successfully applied this approach to cycloaddition of quinodi-
methane to a carbon nanotube and that of cyclohexadiene to
maleic anhydride.145

Thompson et al. proposed a relatively straightforward
implementation of the second derivatives of the energy for
complex systems.43c The second derivatives of one- and two-
electron integrals are summed into the force constants, where
the density derivatives are obtained from the CPHF method.
According to Frisch et al.,146 the second derivatives can be
expressed as

⟨ ⟩ − ⟨ ⟩

= ̅ − = + −†

P F W S

P U S U U S

x y x y

x x x x x

( )

OO OO (53)

In the above equations, x and y are nuclear coordinates, and
Ux can be computed by solving the CPHF equations, which
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required a significant amount of storage and I/O of
intermediate quantities. For larger molecular systems, computa-
tional cost of these steps can be immense. The second
derivative term can be rearranged as follows:

⟨ ⟩ − ⟨ ⟩ = ⟨ ⟩ = ⟨ ̅ ⟩ − ⟨ ⟩P F W S P B U B S Bx y x y x y x y x y( )
OO (54)

In this equation, the first and the second terms are relatively
straightforward to compute. In the case of EE, the QM wave
function depends on the coordinates of the whole system. As
the basis functions of the QM calculation are independent from
the positions of the MM atoms, a simple one-electron operator
can be used for the displacement of MM atom a in the x
direction (Fxa):

∫ χ χ= = ∂
∂ | − |μ νμν μν

⇀ ⇀
F h

x
r

r R
r r( )

1
( ) dx x

a a

a a

(55)

Thompson et al. used this approach to calculate vibrational
frequencies (both with and without the EE) of a GFP protein
by using three different QM model sizes (the QM model and
MM environment systems: ∼100 and ∼5000 atoms,
respectively).43c Calculated frequencies and dipole derivatives
were used to interpret the experimental results.
2.2.6.2. Optical Rotation. The relationship between optical

rotation (OR) and molecular structure is complex, making QM
calculation of OR particularly challenging. ONIOM method has
been used to simulate OR of carbohydrates, which is very useful
in validating the structures. The electric dipole-magnetic dipole
polarizability (β) of the real system147 can be defined as

β β β β= + −ONIOM high,model low,real low,model (56)

These βlevel,system terms can be obtained from electric and
magnetic field derivatives of the ground-state electronic wave
function:

β
π

= ∂Ψ
∂

∂Ψ
∂

hc
Im

E B3ab
a b (57)

where ∂Ψ/∂E and ∂Ψ/∂B are derivatives of the ground-state
electronic wave function with respect to the electric field E and
magnetic field B, which can be calculated via analytical
derivative methods and field-dependent atomic orbitals
(AOs).148

The optical rotation can be calculated in terms of the specific
rotation [α]ν:

α βν= × ̅
ν

−

M
[ ] 13.43 10 5

2

(58)

where ν̅ and M represent the wavenumber used for OR and the
molar mass. ONIOM was used to study OR of small systems
representing glucose prototypes with one and two chiral
centers.147 Different ONIOM partitions were tested and
compared for the mono- and bichiral prototypes.
2.2.7. ONIOM Methods for Excited States. 2.2.7.1. Ap-

proximated Methods for MECI Optimization. MECIs and
MSXs are known to facilitate nonadiabatic transitions and are
therefore critical in photochemistry and photobiology. Bearpark
et al. developed an MECI search method (originally for
CASSCF and MMVB) for ONIOM.67a In this ONIOM MECI
optimization method, the ONIOM energy difference between
the two states was approximately described by ΔEhigh,model only,
while the low-level calculation was treated by a ground-state
method (denoted as “constrained low-level state” (CLS)). The

modified gradient for the MECI search algorithm can then be
approximated as

= * −
| |
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where x is the gradient difference vector between the two states,
and the P′ operator projects out the two degrees of freedom
that lift the degeneracy.
By using this algorithm, the S0/S1 intersection of the

previtamin D structures was located with a 100-fold speed-up
and little loss of accuracy, as compared to a full QM target
calculation. Recently, Meada et al. extended the capability of
the AFIR method (see section 2.2.4.3) to search MSXs by using
a seam model function using ONIOM.130 It demonstrated the
ability to systematically find MSXs in a complex protein and
solution environments without the need for an initial guess.

2.2.7.2. Effect of Link Atom. The bond length of the LA in
ground-state ONIOM calculations generally has little effect on
the energy. This was recently tested to be also the case for
excited-state ONIOM calculations, provided that the combina-
tion of the low-level method and the size of the model system is
appropriately chosen.149 However, when the link atom is within
an electron excitation region, the ONIOM result can be
considerably affected. These findings again emphasize the
importance in the choice of the partition and the low-level
method in ONIOM.

2.2.7.3. Oscillator Strength. Oscillator strength is important
in simulation of optical spectra, because it is related to the
intensity of the electronic transition. The ONIOM oscillator
strength f ONIOM is defined as follows:

= Δf E D
2
3ONIOM ONIOM ONIOM (60)

where the ONIOM dipole strength (DONIOM) can be obtained
using:

∑ μ μ= × =D i x y z( ) ( ) , , ,ONIOM
i

i
ONIOM

0k i
ONIOM

k0

(61)

where (μi
ONIOM)0k represents the components of the integrated

ONIOM transition dipole between states of interest: 0 and k. A
simpler alternative for obtaining an approximate oscillator
strength ( fÕNIOM) has also been proposed:150

̃ = + −f f f fONIOM high,model low,real low,model (62)

and this does not require the integration of the transition
dipoles. Accurate oscillator strengths can be obtained with
ONIOM if the combination of the low-level method and the
size of the model system is appropriate.150

2.3. Advanced ONIOM Simulation Methods and Guidelines

2.3.1. ONIOM Method Combined with Molecular
Dynamics Methods. QM/MM and ONIOM method
combined with MD simulations151 are sometimes adopted to
study dynamics of chemical processes and ultrafast photo-
dynamics involving electronic excited states. MD also enables
statistical sampling of the systems.

2.3.1.1. Born−Oppenheimer Molecular Dynamics (BOMD).
For large systems, direct dynamics using energy and forces
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computed on-the-fly is more practical than constructing
accurate global PESs spanning all degrees of freedom. This
approach typically assumes the Born−Oppenheimer (BO)
approximation, in which classical Newtonian equations of
motions are used to describe nuclear motion in both the model
and the environment systems, with energy and forces computed
using QM in the model system, and with MM in the
environment system. As the computational cost of the QM/
MM or ONIOM MD simulations is extremely high, semi-
empirical methods (e.g., DFTB,152,153 AM1154) are often
employed as the QM method.155 Matsubara et al. implemented
BOMD with ONIOM, by linking the Hondo and Tinker
programs, to study biochemical systems (e.g., the hydrolytic
deamination in cytidine deaminase).156 Thermal motion of the
nearby residues was found to play a key role in the geometry
and energy of the substrate in the active site, as well as the
elementary step.
2.3.1.2. Nonadiabatic MD Methods. To treat nonadiabatic

(NA) processes and to determine a transition between
electronic states, approximated surface-hopping (e.g., Lau-
dau−Zener, Zhu−Nakamura,157 and diabatic-hop158) methods
have been used in NA QM/MM MD simulations. Other more
computationally demanding and sophisticated surface-hopping
schemes have also been employed.155a,159 Recently, Li et al.
developed a NA ONIOM(QM:MM) MD method to study
ultrafast photodynamics in fluorescent proteins and bacterio-
rhodopsin, by using the Laudau−Zener or Zhu−Nakamura
surface-hopping method.160 A NA ONIOM(QM1:QM2) MD
method by using a ground-state method (HF) as the low-level
QM method (constrained low-level state)15,67a was also
developed to study photodynamics of DNA.161 Moreover,
nonadiabatic ONIOM(QM:MM)-like MD was also imple-
mented to study photoisomerization of rhodopsin.157a,162

2.3.1.3. Adaptive ONIOM MD Method. When the definition
of high- and low-level regions has to be switched during an MD
simulation, discontinuity of potential energy and forces can be
large and result in numerical instabilities. To avoid the
discontinuities, an adaptive MD algorithm63a,163 combined
with the ONIOM method (so-called ONIOM-XS) was
developed.61 Its detailed theory and application are discussed
in sections 2.1.10 and 8.1.3, respectively. Although the
ONIOM-XS method has been applied only for solvation
chemistry, it can be applied to systems with nonlocalized active
regions, such as processes on catalytic surfaces, nanoparticles,
and membranes.
2.3.1.4. Quantum Wavepacket Ab Initio MD Method. The

Iyengar group developed a combination of the ONIOM-
(QM:MM) or ONIOM(QM1:QM2) method with quantum
wavepacket ab initio MD (QWAIMD) method to include
quantum nuclear effects,164 which are neglected in classical MD
methods. This ONIOM-QWAIMD method is based on
BOMD. The testing results demonstrated that the ONIOM-
QWAIMD method can be applied to study accurate dynamics
in large systems.
2.3.1.5. Atom-Centered Density Matrix Propagation

Method. Rega et al. combined the ONIOM method with an
atom-centered density matrix propagation (ADMP) ap-
proach,165 which expands the one-electron density matrix in
an atom-centered Gaussian basis set and is regarded as an
extended Lagrangian MD method (conceptually close to Car−
Parrinello (CP) MD method).166 In this scheme:

μ μ= * + *

− − Λ −

Tr Tr

E Tr

V MV W

PP P

0.5 ( ) 0.5 ([ ] )

[ ( )]

T
ADMP

1/4 1/4 2

ONIOM (63)

where V, M, P, W, and μ are velocities, masses, the density
matrix, the density matrix velocity, and the density matrix
fictitious mass tensor, respectively. The ONIOM-EE ADMP
method was well behaved (e.g., energy was conserved, partly
due to the proper treatment of the LA by using eq 19). They
also applied ONIOM ADMP to study a proton-transfer/
hopping process in the Gramicidin A ion channel. A rare event
sampling method was recently combined with an ONIOM-
(QM:MM) ADMP method to investigate dynamics of
hydrogen atom transfer in the soybean lipoxygenase-1 (SLO-
1).167

2.3.1.6. Free Energy Simulations. Most QM/MM and
ONIOM applications are based on “static” geometry
optimization to evaluate energy profiles. However, free energy
simulations (such as free energy profiles that include system/

thermal fluctuations) are a more realistic approximation of
experimental conditions. Unfortunately, there are very few
applications of free energy simulations of complex systems8c,168

using QM/MM or ONIOM methods (mostly in conjunction
with semiempirical QM methods, highly parameterized
potentials, for example, EVB,51,93,169,170 and specific reaction
parameters171), due to the extreme computational expense
required for sufficient statistical sampling.
Yao et al. proposed an approximated free energy method by

combining classical MD simulations with an ONIOM-
(B3LYP:PM3) method (Figure 13) to study deamination of
cytosine in yeast cytosine deaminase.172 Classical MD
simulations were initially performed to generate different
configurations of the protein and solvent systems with a
restrained reaction coordinate (Zn−O bond). The inner part of
the reaction site was then optimized at several MD snapshots,
and forces of the reaction coordinate were evaluated using
ONIOM (by fixing the outer part and the constraint).
Integration of the computed force between the Zn−O bond
(in which the force is averaged over the snapshots) gave an
approximate potential of mean force (PMF) along the reaction
coordinate.
Several other free energy approximation approaches, which

avoid the high-level QM sampling, have been proposed for
QM/MM methods. Chandrasekhar et al. proposed a QM free
energy (QM-FE) method to study SN2 reaction of methyl
chloride in water.173 Here, the gas-phase reaction path for the
solutes was initially obtained with the QM method. The frozen
QM-optimized structures were then placed to an environment
of solvent molecules, and statistical samplings of the solvent

Figure 13. A schematic flowchart for the combinatoin of MD and
ONIOM methods. Reprinted with permission from ref 172. Copyright
2006 American Chemical Society.
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configuration were performed using MM MC. This QM-FE
approach was applied to study the mechanism of methyl
transfer reaction in catechol O-methyltransferase.30 Using a
similar approach, Zhang et al. studied enzymatic reactions by
taking the reaction path optimized with QM/MM, and
performing MM sampling simulations (via MD and free energy
perturbation (FEP) methods) of the environment system
(denoted as QM/MM-FE).118 A few QM/MM-FE applications
on enzymes were also reported.174 A related free energy
correction was recently extended to the ONIOM(QM:MM)
method (ONIOM-FE or QM:[MM-FEP], eq 64) by Kawatsu
et al. to study enzymatic reactions in isopenicillin N synthase.29

Here:

Δ = Δ + Δ + Δ

− Δ

F E f F

E

ONIOM ONIOM QM,model FEP,int/NB

MM,int/NB (64)

where Δf QM,model, ΔFFEP,int/NB, and ΔEMM,int/NB represent the
free energy correction of the model system derived from the
frequency calculations of the gas-phase model system, the free
energy correction of the nonbonded interactions between the
model and environment systems based on FEP approach, as
well as the ONIOM energy component for the nonbonded
interactions between the model and environment systems. Hu
et al. further developed a more elaborate QM/MM free energy
method (QM/MM minimum free-energy path (MFEP)), in
which the model system is optimized on an approximated QM/
MM PMF (or free energy gradient175) to get the free-energy
reaction path.8c,176 Related QM/MM MFEP methods were also
recently developed.177 The initial structure becomes less
sensitive to energetic profiles, and effect of the protein
conformational changes or fluctuation is allowed in the QM/
MM MFEP methods.
2.3.2. ONIOM Method Combined with Fragmentation

Methods. QM/MM and ONIOM usually divide a system into
two distinct regions (Figure 1a). Alternatively, various
fragmentation methods, mostly based on a many-body
expansion (MBE) approximation (eqs 65 and 66),178 can be
used to study large systems.90,179 In fragmentation methods, the
whole system is divided into M fragments ( f i denotes the ith
fragment), each of which is treated individually using the high-
level QM method. The total energy of the whole system is then
approximated by the sum of many-body (MB) interaction
energies:

= + + +E V V V V...1B 2B 3B MB (65)
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Truncation of the many-body interaction energies to a two-
body (V2B) or three-body (V3B) interaction energy is usually
adopted to estimate the total energy of the real system, due to a
higher computational cost of the higher-order interactions. It
should be stressed that ONIOM is a very general and flexible
method for large systems, and ONIOM and fragmentation

methods are not mutually exclusive. Therefore, it is not difficult
for ONIOM to be further generalized by approximating the

total QM energies of the various subsystems (e.g., model,

intermediate, and/or real systems) via many-body expansion.
Several research groups have independently proposed the

combination of the QM/MM or ONIOM methods with the
fragmentation methods.9b,180

The Tschumper group first proposed this combination

(multicentered (mc) integrated QM/QM method) by dividing
distant nonoverlapping fragments180a of the model system

(Figure 14 and eq 67). Later, the multicentered ONIOM-
(QM:QM) method was extended for overlapping fragments

(model(i)∩model(j)) (Figure 15a and eq 68)180b,c and for two-
body (where model(i+j) is a dimer of monomers i and j, Figure

15b and eq 69) and three-body interactions of the model
system.180d,f

∑
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+ −

‐

=

E E

E E[ ]
i
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i i

ONIOM(QM:QM),mc(non overlap) low,real

1
high,model( ) low,model( )

(67)

Figure 14. Schematic diagram for the multicentered ONIOM-
(QM:QM) approach based on the nonoverlapping approach.
Reprinted with permission from ref 180a. Copyright 2003 Wiley
Periodicals, Inc.

Figure 15. Schematic diagrams for the multicentered ONIOM-
(QM:QM) approach based on (a) the overlapping and (b) two-body
expansion approaches. Reprinted with permission from ref 180b.
Copyright 2005 Elsevier B.V.
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The multicentered ONIOM(QM:QM) method for geometry
optimization and frequency was also recently developed.180e,g,h

A similar fragmentation-type ONIOM method based on the
overlapping (inclusion-exclusion) principle (so-called eXtended
ONIOM (XO)) was also proposed to reduce boundary error
by expanding the model system; this approach was employed to
study zeolites, polypeptides, and cyclodextrins.180j,181 More-
over, the Raghavachari group developed similar fragmentation-
type ONIOM methods (MIM method),180l based on over-
lapping and many-body expansions. Chung et al. also proposed
to combine the merits of the extrapolative ONIOM method
with those of MBE (generalized ONIOM (GONIOM)
method).9b Fragmentation of various systems (e.g., model,
intermediate, and/or real systems) can be used to estimate
energies of the model, intermediate system, and/or real systems
through many-body expansion (eqs 65 and 66), whenever their
corresponding full QM calculations are too expensive to be
performed. On the basis of the hierarchical nature of ONIOM,
various approximations can further be used: for example, short-
ranged correlation interactions via two- or three-body
interactions evaluated with a high-level QM method (such as
CCSD(T) and MP4), and the remaining medium- or long-
ranged interactions estimated by the extrapolation process via a
lower-level QM calculation (e.g., MP2, DFT, HF, and SE) (eqs
70−73). For instance:
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E E
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where EQM,model,MB represents the QM energy of the model
system estimated by many-body expansion (MBE) or truncated
MBE.
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Any fragmentation combination between various systems in
ONIOM2 and ONIOM3 can be easily generalized, and is not
expressed here (eqs 72 and 73) for brevity. Also, linear-scaling

methods,182 local correlated methods,183 and local explicitly
correlated methods184 can be used as the QM methods in
GONIOM. Geometry optimization by an GONIOM method
was preliminarily tested to give good-quality geometries at a
lower computational cost.9b

Gascon et al. combined ONIOM with fragmentation via a
space-domain decomposition approach, to get accurate ESP in
protein in a self-consistent manner (the so-called Moving
Domain-QM/MM (MoD-QM/MM) method).180n,185 In this
scheme, the whole system is divided into many small molecular
domains (e.g., each amino acid residue, see green part in Figure
16), whose ESP charges of each domain are computed by an
ONIOM(QM:MM)-EE method. The newly determined ESP
charges of one domain in each ONIOM-EE calculation are
updated as the new MM charges and used to determine ESP
charges of the rest of the domains by ONIOM-EE calculations.
Because of the self-consistent approach with the updated MM
charges (until the ESP atomic charges converge to a certain
threshold), electrostatic potentials of each domain are mutually
polarized and respond to the other domains.

2.3.3. QM/MM and ONIOM Setup/Pitfalls. The reliability
of the ONIOM method strongly depends on the choice of the
low method and the size of the “model” system. As a first rule
of thumb, ONIOM users should identify the major player(s) of
the whole system based on chemical intuition of the structure
and reactions involved. Ideally, all correlation interactions
should be localized fully or mostly within the model system.
The S-value test provides valuable information on the accuracy
of the ONIOM approximation (see sections 2.1.2 and 2.1.3).
Recently, Clemente et al. outlined 12 guidelines for ONIOM
calculations (e.g., (1) careful identification of the (localized)
model system; (2) ONIOM only applied for relative energies
(with the same partitioning); (3) a LAH having a single LA;
(4) the constant total charge for the MM part in ONIOM-EE
calculations along the reaction path; (5) large computational

Figure 16. Schematic diagram for the MoD-QM/MM method.
Reprinted with permission from ref 180n. Copyright 2014 American
Chemical Society.
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costs for different methods and large size difference between
the model and whole systems).25 Gaussian Inc. also offered a
technical note for usage of the ONIOM methods (http://www.
gaussian.com/g_whitepap/oniom_technote.htm).
Although applying QM/MM and ONIOM to complex

systems is becoming increasingly popular, a careful and proper
system preparation of large systems and the ONIOM setup
must be carried out for reliable results. Errors from improper
preparation and setup are very difficult to identify and correct.
The user will not always receive warning messages for improper
system and ONIOM setups. Also, the user should be familiar
with principles and shortcoming of both QM and MM methods
and calculations, which are essential for ONIOM calculations.
In addition, as compared to calculations on small systems, it is
very hard for readers to reproduce the reported results for
complex systems (see below), often because of a lack of

detailed description of the calculation setup. Therefore,
reliability of QM/MM and ONIOM results of complex systems
depends heavily on the users. Recently, Tao et al. implemented
and released a Toolkit to Assist ONIOM calculation (TAO),
which can help the ONIOM users to set up, prepare, monitor,
and analyze ONIOM calculations.186 GaussView is also useful
software to set up and analyze ONIOM calculations.
Stable geometry optimization of large complex systems with

huge degrees of freedom and conformations is very challenging.
Different research groups have discussed QM/MM and
ONIOM setups for complex biological systems (Figure
17).6b,8f,23,36,169,187 For instance, the PES of a single enzymatic
reaction was demonstrated to be largely determined by the
initial protein configurations in the QM/MM calculations;
variations of 6 kcal/mol were reported.169,187e Therefore,
proper preparations of initial structures are essential, and
multiple starting structures are recommended when using QM/
MM and ONIOM calculations. Even then, for a single starting
structure, geometry optimization of a flexible region and/or
molecules (e.g., mobile water) is potentially problematic.
Conformational changes and fluctuations (e.g., change of
hydrogen-bond networks) can sometimes take place during
geometry optimizations; this can dramatically change the MM
energy contribution and lead to a discontinuous PES (based on
some of our experience). The common way to avoid such

possible discontinuous PESs is to allow only the inner MM
region surrounding the model system to be optimized and
freeze the outer flexible MM region. However, while this can
stabilize the optimization process, it can artificially suppress the
system relaxation in response to the reaction process. One can
also perform iterative geometry optimizations (in the forward
and backward directions) of all stationary points until the
relative energies of the stationary points converge.188,189 On the
other hand, it is highly recommended for the users to
decompose the total QM/MM or ONIOM energy of the
whole system48,190 into the QM and MM contributions, analyze
and document details of the environment effects, as well as
compare the optimized structures of the whole systems. If the
large change of the MM or QM/MM contribution and/or the
large structural change are observed, one should further validate
and confirm that the result is not related to discontinuous PES.

3. APPLICATIONS TO ORGANIC SYSTEMS
With its low computational cost, ONIOM has been applied to
small- and modest-sized organic systems to obtain accurate ab
initio energies and to large systems to understand mechanisms
involving, for instance, chiral catalysts. From early applications
of IMOMO to the most recent ones of ONIOM, in this section
we chose to highlight studies that demonstrate how ONIOM
can be applied effectively for various purposes, reactions, and
organic systems. The section is divided into three subsections.
The first one deals with the properties and reactivity of
“classical” organic systems. The next two subsections are
focused on organocatalysis (nonchiral and chiral catalysts) and
polymerization, respectively. Systems involving metals (section
4), macro/nano systems (section 6), and solvation (section 8)
are not considered here.
3.1. Properties and Reactivity of Organic Systems

3.1.1. Molecular Structure. The use of ONIOM in
organic chemistry can be separated into three different types of

studies. The first type is focused on the geometry of the system.
The ONIOM approach permits rapid determination of
different conformers or stereoisomers and assessment of their
relative energies to predict or confirm the most stable one.
Goldfuss et al. used this approach to confirm X-ray structures.
In their first study, they investigated the origin of the
atropisomerism of biphenyl scaffolds,191 and more recently
they focused on four C2-symmetric biaryls.192 In the latter
study, four biaryls were optimized with ONIOM(B3LYP/6-31+
+G(d,p):AM1). Only the two OH groups were modeled at the
high level, while the rest of the molecule was modeled with
AM1 (Figure 18). Theoretical results confirmed the structures
of experimentally observed diastereoisomers. These stereo-

Figure 17. Schematic flow-chart for the QM/MM or ONIOM setup
for biological systems.

Figure 18. Atropisomerism of C2-biaryl.
192 Reprinted with adaptation

by permission from ref 192. Copyright 2008 Beilstein Institute for the
Advancement of Chemical Sciences.

Chemical Reviews Review

DOI: 10.1021/cr5004419
Chem. Rev. 2015, 115, 5678−5796

5699

http://www.gaussian.com/g_whitepap/oniom_technote.htm
http://www.gaussian.com/g_whitepap/oniom_technote.htm
http://dx.doi.org/10.1021/cr5004419


isomers are favored due to an intramolecular hydrogen bond
between the two OH groups, and reduced intramolecular
repulsion between the terpenol scaffolds (Figure 18). Lomas et
al. also employed the ONIOM approach to study alkanol
derivatives,45h and Wieczorek et al. focused on helical structures
of peptides.193

In addition to the interest in structural analysis, many
investigations employed the ONIOM method to investigate
other properties. Thus, the second type of ONIOM calculation
is based on the study of physical and chemical properties, and
the third is based on reactivity/mechanistic aspects. These two
types of approaches are discussed in the next two subsections.
3.1.2. Physical and Chemical Properties. 3.1.2.1. Bond

Dissociation Energies. Soon after its development, the
IMOMO approach was used to obtain accurate bond
dissociation energies (BDE). These calculated BDEs were
compared to experimental data or used to predict unknown
BDEs. The Morokuma group has actively studied this subject.
Hydrocarbon BDEs were calculated, and the results were quite
close to the experimental values (Table 2).194 This study
focused on the R1−R2 → R1 + R2 dissociation (R1 = H, Me, and
up to R2 = CPh2Me) process for various hydrocarbons. Among
all tested high-level models, the G2MS calculations (r and u)
showed the best results, especially when a phenyl group was
involved (see reaction e in Table 2). The best low level was
obtained with ROMP2 calculations; restricted open-shell
calculations were carried out to avoid spin contamination.
Thus, the IMOMO(G2MSr:ROMP2/6-31G(d)) level was
found to be the best approach with the lowest root-mean-
square (RMS) error (2.4 kcal/mol). Results were in very good
agreement with the experimental ones with a huge reduction in
computational cost. BDEs have also been predicted for similar
systems such as H−CPh3, H3C−CPh3,

194 and Ph3C−CPh3.
14

ONIOM-based BDE calculations are not restricted to C−C
or C−H breaking. Indeed, larger heterosubstituted molecules
involving silicon, sulfur, halogens, or oxygen atoms have been
investigated successfully.195 Recently, a series of natural phenol

moieties were investigated by Nam et al. using ONIOM-
(ROB3LYP/6-311++G(2df,2p):PM6). The BDE for the O−H
group of phenol was calculated to be 87.2 kcal/mol, which is in
very good agreement with the 87.5 ± 1.6 kcal/mol measured
BDE.196

3.1.2.2. Acidity. Remko et al. have used ONIOM to
investigate the relative acidities of different biologically active
molecules. For these studies, the most stable conformations
were considered before calculating the difference between the
ONIOM energies of A− and AH to obtain the deprotonation
energies and gas-phase Gibbs energies. An ONIOM(B3LYP/6-

311+G(d,p):MNDO) method has been used for sulphona-
mide,197 clonidine, and rilmenidine,198 and also zileuton and its
N-dehydroxylated metabolite.199 In the first two studies,
ONIOM energies were found to be close to those obtained
by full-DFT calculations. Replacing MNDO by AM1 for the
low level also gave very good results for moxonidine200 and
hydroxamic acid derivatives.201 In the latter case, phenyl-
hydroxamic acid was found to be more acidic than
silaphenylhydroxamic acid (Figure 19). The reverse acidity
order as compared to carboxylic acids was attributed to a strong
intramolecular hydrogen bond in the hydroxamic acid
derivatives.

3.1.2.3. Other Properties. ONIOM approaches have been
used in several studies to determine NMR parameters.44,45k,202

Conformers of β-D-glucopyranose have been investigated with

Table 2. Experimental and Calculated Bond Dissociation Energies (in kcal/mol) at 298 K with Various IMOMO Methodsa,194

high level → UMP2 G2MSu UMP4 CCSD CCSD(T) G2MSu G2MSr G2MSu G2MSr G2MSu G2MSr

low level → exp. value UHF UHF UMP2 UMP2 UMP2 UMP2 UMP2 ROMP2 ROMP2 B3LYP B3LYP

a H−CH3 105.1 ± 0.2 95.8 101.9 96.8 96.0 96.5 101.9 101.6 101.9 101.6 101.9 101.6
b H−CH2Me 98.2 ± 1 93.3 99.4 94.1 93.3 93.8 99.1 98.8 99.0 98.6 97.0 96.7
c H−CHMe2 95.1 ± 1 91.0 97.2 91.8 90.9 91.5 96.8 96.4 96.5 96.1 92.9 92.6
d H−CMe3 93.2 ± 2 89.3 95.6 90.2 89.3 89.9 95.2 94.9 94.8 94.5 89.8 89.5
e H−CH2Ph 88.0 ± 1 73.3 79.4 107.7 106.8 107.4 112.4 112.1 90.4 90.1 84.5 84.1
f H−CHMePh 85.4 ± 1.5 72.3 78.3 106.0 105.2 105.7 110.7 110.4 88.2 87.8 81.3 80.9
g H−CMe2Ph 84.4 ± 1.5 72.7 78.8 106.0 105.2 105.7 110.7 110.4 87.6 87.2 79.6 79.2
h H−CHPh2 84 ± 2 60.9 66.9 126.4 125.6 126.2 131.0 130.6 82.9 82.6 75.4 75.0
i H−CMePh2 81 ± 2 63.1 69.2 126.9 126.1 126.7 131.7 131.3 82.9 82.6 75.2 74.8
j H3C−CH3 90.4 ± 0.3 91.2 88.2 89.2 86.4 88.1 88.2 87.4 88.2 87.4 88.2 87.4
k H3C−CH2Me 85.8 ± 1 89.8 86.9 89.0 86.2 88.0 87.9 87.2 87.8 87.0 85.0 84.2
l H3C−CHMe2 85.7 ± 1 88.2 85.4 88.7 85.9 87.7 87.6 86.9 87.3 86.6 81.8 81.1
m H3C−CMe3 84.1 ± 1 86.2 83.4 88.2 85.4 87.2 87.1 86.4 86.7 86.0 78.5 77.8
n H3C−CH2Ph 75.8 ± 1 69.6 66.5 103.0 100.2 102.1 101.7 101.0 79.7 79.0 72.1 71.4
o H3C−CHMePh 74.6 ± 1.5 68.2 65.2 102.8 99.9 101.8 101.4 100.7 78.9 78.1 69.1 68.3
p H3C−CMe2Ph 73.7 ± 1.5 66.6 63.6 102.5 99.7 101.6 101.1 100.3 77.9 77.2 65.9 65.2
q H3C−CHPh2 72 ± 2 55.4 52.3 123.0 120.2 122.1 121.5 120.8 73.5 72.7 62.1 61.3
r H3C−CMePh2 69 ± 2 55.6 52.7 123.7 120.9 122.8 122.3 121.6 73.6 72.9 60.5 59.8

root mean square error 10.9 9.3 27.2 25.9 26.7 28.1 27.7 2.8 2.4 5.4 5.9
aFor the nine first examples (a to i), only the H−C bond was computed at the high level. For the last nine examples (j to r), only the CH3−C was
computed at the high level. Reprinted with permission from ref 194. Copyright 1999 AIP Publishing LLC.

Figure 19. Conjugated base of phenylhydroxamic and silaphenylhy-
droxamic acids. The low and high levels of the ONIOM models are
represented in blue and black, respectively.
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ONIOM(MP2-GIAO:HF-GIAO) to determine the isotropic
NMR chemical shielding.203 Careful choice of the low level
(especially for 17O) led to results that were in good agreement
with experience. An ONIOM approach has also been used to
obtain vibrational frequencies and oxidation/reduction poten-
tials.204 Notably, redox potentials were calculated for a series of
cyclic nitroxide radicals.205 Using ONIOM(G3(MP2)-
RAD:RMP2/6-311++G(3df,2p)), redox potentials were found
to be close to the experimental values when available (within 40
mV).
3.1.3. Reactivity of Organic Systems. 3.1.3.1. Nucleo-

philic Substitutions. For mechanisms of simple organic
reactions, such as the nucleophilic substitution of alkyl
chlorides by a chloride ion, several investigations have proven
the reliability of the ONIOM approach.13,206 In the case of the
nucleophilic substitution of OH− on chloroalkanes CH(4−n)Cln
(n = 2, 4), only the nucleophile and methyl chloride were

modeled at the high level.207 ONIOM(CCSD(T)/aug-cc-
pVDZ :MP2/6 - 31+G(d ) )//ONIOM(MP2/aug - c c -
pVDZ:B3LYP/6-31+G*) results were found to be as accurate
as other published results208 using CCSD(T)/aug-cc-pVDZ//
MP2/aug-cc-pVDZ. Solvent effects have also been taken into
account by adding implicit209 and/or explicit solvation210 (see
section 8.1 for more details). In addition to allowing
obtainment of highly accurate results, the ONIOM method
can also be used to understand electronic and steric effects on
the activation of a reaction. A notable case is an intramolecular
aromatic nucleophilic substitution: the Smiles rearrangement
(Figure 20).211 Musaev et al. found through B3LYP and
ONIOM(B3LYP:UFF) calculations that electronic and steric
effects of the ortho group impact the efficiency of the
process.212 However, recently Cheŕon et al. pointed out that
the lack of sufficient exact exchange in B3LYP is the reason for
the inability to locate the Meisenheimer complex intermedi-
ate213 and that others factors (e.g., hydrogen bonds with the
ortho group) may also contribute to this reaction.214

3.1.3.2. Diels−Alder and Related Reactions. Diels−Alder
cycloaddition has also been studied with the IMOMM,
IMOMO, and ONIOM methods. For instance, the cyclo-
addition from acrylic acid and 2,4-pentadienoic acid was studied
with the IMOMO(G2MS:MP2) method, using B3LYP/6-31G
optimized geometries.60 Four early transition states leading to
four products have been considered (Figure 21). The reaction
was found to be concerted but largely asynchroneous. The
barrier increases in the following order: T1 < T2 < T3 < T4,
and among the four products, the two most stable are trans (P2
< P4). From the IMOMO relative free energies at 383 K, a
76:23:1:1 ratio was predicted, in good agreement with the
experimental ratio 61:22:9:8.
Other dienes (butadiene, cyclopentadiene, etc.) have been

investigated using similar approaches with different dienophiles.
The studied dienophiles have been as simple as ethylene,
acrolein, acetylenic derivatives, or as complex as chiral

hydroxyalkyl vinyl ketones.60,206,215 Less expensive ONIOM-
type calculations have also been applied successfully (e.g.,
MM3, AM1, PM3, HF, B3LYP, etc., for the low level).216 For
example, ONIOM(B3LYP:AM1) has been employed for the
cycloaddition of bromo-pyranone, and the geometries were in
good agreement with those obtained from full-DFT optimiza-
tion.217 Nevertheless, ONIOM energies with AM1 did not
perfectly reproduce the experimental results, probably due to
the effect of including the bromide in the low level. Indeed, for
levels higher than AM1, good ONIOM energies were obtained.
One must keep in mind that while the definition for the layers
is important, the choice of the methods used to treat each layer
must not be underestimated. In addition to its use for
cycloadditions, the ONIOM method has also been extended
to electrocyclizations. The oxy-Cope rearrangement has been
studied by Paquette et al.,218 and the Bergman rearrangement
mechanism has also been explored for biologically active
molecules.219

3.1.3.3. Radical Reactions. Izgorodina et al. evaluated the
performance of various commonly used density functionals,
such as B3LYP, for the prediction of BDEs or activation
energies for various radical systems.220 The results showed
random errors up to 40 kJ/mol. Despite constantly growing
computational resources, using very high-level ab initio

Figure 20. Smiles rearrangement.

Figure 21. Transition states for the Diels−Alder cycloaddition
between acrylic acid and 2,4-pentadienoic acid. Only the carboxylic
groups were considered at the low level.60 Reprinted with permission
from ref 60. Copyright 1997 American Chemical Society.

Figure 22. Radical reactions studied with ONIOM methodology. The
low and high levels of the ONIOM models are represented in blue and
black, respectively.
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calculations is often too demanding. Thus, they proposed an
alternative approach, ONIOM(G3(MP2)-RAD:RMP2). BDEs
or enthalpies of various addition, abstraction, and ring-opening
reactions were explored to test this method. Several G3-based
procedures were then used for radical systems,221 and a variety
of reactions were studied, including the ring opening of
cyclobutyl moieties (Figure 22a).222 The regioselectivity of the
reaction was then rationalized, and the dependence between
the stabilization of the radical product and the selectivity was
underlined. For the hydrogen abstraction reaction, Espinosa-
Garcia employed IMOMO(MP2/6-31G(d,p):HF/6-31G) to
predict the geometries and high-level coupled cluster
calculations were used for these reactions.223 Other approaches,
such as IMOMO(QCSID(T):DFT) and IMOMO(MP4:DFT),
gave results in good agreement with the high-level
calculations.224 Ring closure has also been investigated.
Whereas Izgorodina et al. used G3-type ONIOM for an
azahexeneoyl radical cyclization study (Figure 22b),221a Shi et
al. used ONIOM(QCISD(T)/6-311+G(2df,2p):UB3LYP/6-
311+G(2df,2p)) to study cyclization of allenes (Figure 22c).225

Finally, radical reactions in some biological systems have also
been investigated. Ceroń-Carrasco et al. proposed two main
paths for the addition of the hydroxyl radical on the guanine−-
cytosine base leading to important structural modifications
(interbase proton transfers) of the base pair (Figure 23).226

In addition to the above studies, other ONIOM-based work
on organic systems can be found in the literature. Remko et al.
used ONIOM to investigate amino−imino tautomerism for N-
phenyl-substituted oxazolines, imidazoines, and thiazolines.227

Several groups have also explored weak interactions,228 such as
those between dithiourea derivatives and amino acids229 or
anionic species (carboxylates, inorganic oxygen-based anions,
and halide anions).230 Different groups have also investigated
host−guest systems including calix-arenas,231 cyclodextrins,232

and biological related systems.233

3.2. Organocatalysis

The present subsection focuses on the application of ONIOM
to organocatalysis. Organocatalysts are organics catalysts in
which no inorganic element is involved in the reactive region.
The nature of the organocatalyst (alcool, phosphric acid,
heterocycles...) and reactions (nucleophilic addition, electro-
philic substitutions...) studied with ONIOM varies considerably
from one study to the next. Thus, on an arbitrary basis, we

chose to separate nonchiral and chiral catalysts and to present
different type of reactions for a given catalyst to highlight how
ONIOM is efficient with these systems.

3.2.1. Nonchiral Catalysts. Pliego et al. studied the SN2
reactions involving halogenoalkanes, with NPTROL234 or 1,4-
benzenedimethanol235 as the catalysts, using ONIOM(CCSD-
(T):MP2) with large basis sets for single-point energy

calculations. These two polyol catalysts develop hydrogen
bonds with the reactants, resulting in lowered reaction barriers
and good selectivity. Balcells et al. used an ONIOM-
(B3LYP:UFF) approach to investigate a dynamic resolution
of sulfinyl chlorides in the presence of a protected D-glucose
and an achiral base.236 Depending on the nature of the base, a
reversal of the diastereoselectivity was observed. In the case of
the pyridine, a pro-R approach is favored with a 1.0 kcal/mol
lower activation energy. Nevertheless, if the collidine is used as
a base, the diastereoselectivity is reversed. Indeed, the pro-S
approach is favored (with a 2.2 kcal/mol lower activation

Figure 23. Proton transfers (PT) resulting from the hydroxyl radical addition to the guanine-cytosine base-pair.226 Reprinted with adaptation by
permission from ref 226. Copyright 2012 Royal Society of Chemistry.

Figure 24. Effect of an achiral base on diastereoselectivity.236

Reprinted with adaptation by permission from ref 236. Copyright
2007 Wiley-VCH.
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energy) due to different repulsive interactions in the transition-
state structures (Figure 24).
As compared to full QM calculations, ONIOM calculations

are particularly efficient for large systems, such as catalysts that
are designed to induce stereoselectivity. The next sections

contain examples of catalysts based on phosphoric acids,
phenols, alcohols, and nitrogen, and involve various kinds of
interactions (e.g., steric interactions and hydrogen bonds)
between the reactants and the catalyst. Most of the time, the
aryl parts of catalysts are only treated at the low level, which can
be an MM or QM method.
3.2.2. BINOL Phosphoric Acid Derivative-Catalyzed

Reactions. 3.2.2.1. Hydrogenation of Imines. Simoǹ et al.
contributed actively to the understanding of organocatalytic
reactions involving imines and BINOL-phosphoric acid
derivatives with the ONIOM method.237 In their study of the
imine hydrogenation mechanism by Hantzsch ester (Figure
25), the ONIOM(B3LYP/6-31G*:UFF) method was used and
found to reproduce geometries optimized by B3LYP/6-
31G*.237d,238 Energies were then obtained with single-point
calculations at the MPWB1K/6-31G** level.
This work pointed out that one mechanism was favored, in

which a “three-point interaction model” was considered to
explain the stereoselectivity of the reaction. In this model, two
stabilizing hydrogen bonds were considered between the
catalyst and the reactants. The third interaction was a steric
repulsion between the aromatic part of the imine and the bulky
groups of the catalyst. This model was then used for two
different catalysts, the Rueping and the MacMillan catalysts.
For each of them, the transition states corresponding to the Z-
imine are favored as compared to the ones related to the E-
imine. In the case of the Rueping catalyst, transition states
corresponding to the attack on the E-imines are 9.4 kcal/mol
((S)-product) and 6.5 kcal/mol ((R)-product) higher in
energy. The lower transition state associated with the Z-imine
leads to the expected (R)-enantiomer with a 1.1 kcal/mol lower
energy than that leading to the (S)-enantiomer. The
enantiomeric excess (ee %) was then found to be 70% for
the reaction at 60 °C, which is consistent with the experimental
value (72%). The same conclusion was obtained for the
MacMillan catalyst. This study led them to propose the first
model predicting the stereochemistry of this BINOL
phosphoric acid-catalyzed Hantzsch ester imine reduction
(Figure 26).
Recently, Shibata et al. proposed the same model as the one

of Goodman to explain the hydrogenation of imine with
benzothiazoline as a reducing agent, using M05-2X/6-31G*//
ONIOM(B3LYP/6-31G*:HF/3-21G) calculations.239

3.2.2.2. Friedel−Crafts Reactions. Several groups have used
ONIOM to study Friedel−Crafts reactions involving an indole
and a phosphoric acid. In the first such work, Simoǹ et al.
presented imines as a second partner in the reaction.237a Hirata
et al. focused their study on nitroalkenes, using ONIOM-
(B3LYP/6-31G*:HF/3-21G).240 They proposed a mechanism
that proceeds through a dicoordinated phosphoric acid
involving hydrogen bonds to both nitroalkene and NH-indole.
The energetic difference between the two competitive pathways
increases with bulky groups. Specifically, while a difference of
1.4 kcal/mol between the (R) and (S) transition-state energies
was found for the 9-anthryl group (0.4 kcal/mol with a single-
point energy calculation at the B3LYP/6-31G* level), the use
of the more bulky SiPh3 group results in a 2.7 kcal/mol
energetic difference (2.2 kcal/mol at the B3LYP/6-31G* level;
Figure 27), which confirms the experimental observations.
Finally, this study showed the importance of NH-indole for
obtaining good enantioselectivities. Using a methylated indole
avoids the hydrogen bond with the catalyst, reducing the
energetic difference between the most stable transition
structures, (R) and (S), to 0.1 kcal/mol (0.5 kcal/mol at the
B3LYP/6-31G* level).
Fu et al. used a similar level of theory for the study of the

Friedel−Crafts reaction between an indole and the trifluor-
omethyl ketone. The results pointed out the necessity of the
electron-accepting CF3 group for avoiding multiple electro-
philic substitutions.241

Figure 25. Study of the Hantzsch ester hydrogenation of imines. The
low and high levels of the ONIOM models are represented in blue and
black, respectively.

Figure 26. Model for the BINOL phosphoric derivative acid-catalyzed
Hantzsch ester imine reduction.237d Reprinted with adaptation by
permission from ref 237d. Copyright 2008 American Chemical
Society.
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3.2.2.3. Multicomponent Reactions. Simoǹ et al. explored
the enantioselectivity of the Strecker reaction using M05-2X/6-
31G**//ONIOM(B3LYP/6-31G*:UFF).237b In this case, they
focused their study on the addition of the hydrogen cyanide on
several imines (Figure 28). When the imine is obtained from
the condensation of the benzaldehyde and aniline, the Z
transition state is preferred with a 1.1 kcal/mol lower energy
than that of the E-imine transition state. Replacing the aniline
with the N-benzylamine results in higher selectivity, despite the
rotation of the benzyl group. In this particular case, the

selectivity is increased due to a 2.9 kcal/mol lower energy for
the E-imine TS structure. Relaxed scans of the dihedral angle,
CN−C−C, of the iminiums were used to aid their
interpretation. This analysis showed that the most stable
transition-state structures correspond to the most stable
iminium rotamers. The same selectivity was observed with
the imine obtained by using acetophenone and N-benzylamine
as starting materials.
Li et al. carried out an enantioselective Biginelli reaction

study, and successfully explained the experimental observations

Figure 27. Friedel−Crafts reaction involving nitroalkene and indole derivatives studied with the ONIOM(B3LYP/6-31G*:HF/3-21G) method. Left
and right sides show TS structures with 3,3′ substitution by 9-anthryl and SiPh3 groups, respectively.

240 Reprinted with adaptation by permission
from ref 240. Copyright 2011 Wiley-VCH.

Figure 28. Stereoselective Strecker multicomponent reaction. Here, the nucleophile is a cyanide anion.237b Reprinted with adaptation by permission
from ref 237b. Copyright 2009 American Chemical Society.

Figure 29. Enantioselective Biginelli reaction involving 3,3′-diphenyl-H8-BINOL phosphoric acid. The lower transition-state structures are given in
angstroms, and the relative energies are enthalpies (free energy in parentheses).242 Reprinted with permission from ref 242. Copyright 2009
American Chemical Society.
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by using ONIOM(B3LYP/6-31G*:UFF).242 As in previous
studies on similar systems, a transition-state structure with
three hydrogen bonds was used to explain the stereoselectivity
(Figure 29). Two of them involve the derived imine and the
OH group of the phosphoric acid, while the third is between
the OH group of the enol and the phosphoryl oxygen. In the
case of a reaction between the enolacetate and the (E)-(4-
nitrobenzylidene)thiourea activated by the 3,3′diphenyl-H8-
BINOL phosphoric acid, two transition structures were located.
In addition to indicating a sterically favored attack on the si
face, the corresponding transition-state analysis pointed out a
stronger hydrogen bond between the enol and the phosphoric
acid than in the re-face attack (1.2 Å PO−H bond for the si face
versus 1.4 Å for the re face). This stronger interaction results in
an earlier proton transfer to the acid, which increases the
nucleophilicity of the carbon of the enol and leads to a 2.5 kcal/
mol lower transition-state energy (Figure 29).
Other reactions involving imines and BINOL phosphoric

acid, such as the hydrophosphonylation reaction,243 have been
studied. These extensive studies led Simoǹ and Goodman to
propose a predictive model for this type of reaction based on
analysis of the reactants.237c

The previous examples show how useful the ONIOM
approach is for understanding the effect of reactant and catalyst
substitution on mechanisms and enantioselectivities. BINOL
phosphoric acid catalysis is not restricted to the activation of
imines. Grayson et al. have studied allylboration of
aldehydes.244 The Yamanaka group has also reported studies
of other BINOL phosphoric acid-catalyzed reactions. Using
ONIOM for geometry optimization, experimental results were
rationalized for the bromination of biaryl scarfolds,245 synthesis
of chiral cyclohexenones,246 and the enantioselective Robinson-
type reaction.247 ONIOM(M05-2X/6-31G*:HF/3-21G) and
ONIOM(B3LYP/6-31G*:HF/3-21G) methods were used for
the first and the two last studies, respectively (Figure 30).

3.2.3. VANOL-Catalyzed Reaction. Desai et al. success-
fully employed the ONIOM method to study the aziridination
reaction between an imine and ethyldiazoacetate or N-
phenyldiazoacetamide in the presence of a VANOL catalyst
(Figure 31).248 Both cis and trans products were observed
experimentally. For ethyldiazoacetate, the cis transition
structure involving two hydrogen bonds is 3.1 kcal/mol lower
in energy than the trans approach, but a different behavior
occurs for acetamides. In the particular case of N-phenyl-
diazoacetamide, the trans selectivity can be rationalized by a
three hydrogen-bond transition structure. One hydrogen bond
involves the CH of the diazo compound and O2/O1 of the
catalyst, and another involves the NH of the iminium and O1/
O3, as in the case of ethyldiazoacetate. With acetamides, there
is a third interaction between the amidic proton and the O3/
O1 atoms of the catalyst. These results were confirmed by using
a tertiary acetamide. Avoiding the third hydrogen bond led to a

Figure 30. BINOL-phosphoric acid derivative-catalyzed reactions studied using ONIOM. The low and high levels of the ONIOM models are
represented in blue and black, respectively.

Figure 31. Activation of an imine by a VANOL catalyst.248 Reprinted
with permission from ref 248. Copyright 2010 American Chemical
Society.
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result similar to that obtained with ethyldiazoacetate: a cis
approach.
3.2.4. TADDOL-Catalyzed Reactions. Zhang et al. have

studied the enantioselective hetero Diels−Alder reaction.249

Starting from benzaldehyde and Danishefsky’s dienes in the

presence of TADDOL derivatives, an enantioselective cyclo-
addition is observed experimentally (Figure 32).

Zhang et al. employed a B3LYP/6-31G*//ONIOM(B3LYP/
6-31G*:PM3) approach and considered one hydrogen bond
between the catalyst and the benzaldehyde. Three TADDOL
catalysts with different substituents were studied (Figure 32).
The reaction proceeds through an asynchronous but concerted
process, and no zwitterionic intermediates were found. The
endo attack is favored, and irrespective of the catalyst, the si
face of the hydrogen-activated benzaldehyde is favored.
Whereas the relative reactivity of the three catalysts was
confirmed theoretically, the prediction of the enantiomeric
excess of the reaction was more difficult. Despite their
simplified model, analysis of the π-stacking geometries offered
a clear explanation of the relative reactivity (Figure 33). In the
case of substitution with the 1-naphthyl group, a shorter
hydrogen bond in the TS structure was found between the
benzaldehyde and the catalyst. This stabilizing interaction
lowers the activation energy, as the TADDOL catalyst becomes
more acidic. To understand the preference of the si face attack
of the benzaldehyde, a quadrant model was considered. In
Figure 33a, the aryl groups of the catalyst point backward in
quadrants I and III and forward in quadrants II and IV.
Consequently, these last two quadrants are more hindered than
I and III. When the TS geometries of the si and re approaches
are compared (Figure 33b and c), an important steric
interaction is observed in the latter. Indeed, the reactants are
localized in the more hindered quadrants II and IV, explaining
the preference for the si approach. In addition, stronger steric
repulsions are observed in the 1-naphthyl-substituted catalyst
(blue catalyst in Figure 33), which explains the better
enantioselectivity observed experimentally with this catalyst.
Anderson et al. studied a similar system by employing M06-

2X/6-31+G*//ONIOM(B3LYP/6-31G*:AM1).250 In this
study, they used AM1 for the low level of ONIOM for alkyl
groups of the silyl ether of the diene and for the aromatic
groups and acetal part (−OCMe2CO−) of the TADDOL
catalyst. They were able to confirm the stereoselectivity
observed experimentally by considering a hydrogen bond
between the aldehyde and the TADDOL. In contrast to the
previous example of Zhang et al., the aldehyde was also
stabilized by a CH−π interaction. ONIOM was also employed
for the nitroso-aldol TADDOL-catalyzed reaction study by
Akakura et al. to understand the origin of the regio- and
enantioselectivity of this reaction.251

3.2.5. Nitrogen-Based Catalysts. 3.2.5.1. Amine-Based
Catalysts. Simoǹ et al. explored the amidation of β-ketoester in
the presence of chiral guanidine.252 With a model similar to that
for the hydrogenation of imine by Hantsch esters,237d they

Figure 32. Model for the hetero-Diels−Alder. The low and high levels
of the ONIOM models are represented in blue and black, respectively.

Figure 33. Hetero-Diels−Alder reaction catalyzed by TADDOL
derivatives. (a) Quadrant diagram for the TADDOL catalyst.
Superposition of the most favored (b) si and (c) re approaches.
Substituents of the TADDOL catalyst are represented by different
colors: 1-naphthyl (blue; the most selective one), 2-naphthyl (green),
and phenyl (gray).249 Reprinted with permission from ref 249.
Copyright 2006 American Chemical Society.

Figure 34. Amidation of β-ketoester in the presence of chiral guanidine.252 Reprinted with permission from ref 252. Copyright 2012 American
Chemical Society.
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investigated the reversal of enantioselectivity between cyclic
and acyclic β-ketoesters (Figure 34). The analysis of the TS
structures pointed out reactivity similar to that of BINOL-
catalyzed reactions with a three-point contact model. While for
cyclic β-keto esters the stereoselectivity can be easily predicted,
the reactivity of acyclic β-ketoesters is trickier to rationalize, as
the E-enolate has to be considered as a reactive species for the
process.
Proline derivatives were also studied for their implication in

the aldolization reaction253 and in a triple cascade reaction
(Michael−Michael-aldol).254 The Corey−Bakshi−Shibata
(CBS) catalyst,255 also derived from proline, was studied by
Korenaga et al.256 A highly enantioselective reduction of the
trifluomethylphenyl ketone in the presence of BH3 was
proposed by tuning the catalyst.
Quinine derivatives were investigated for their use in 1,4-

Michael addition on aryl ketone257 and the hydrophosphony-
lation of α-ketoesters.258 In the case of α-bromination of acyl
chlorides,259 the tertiary amine of the quinine derivative
catalyzes the formation of an intermediary ketene, which
results in the α-bromination of the ketene. Using IMOMO
energies, the estimation of the ee % of the bromination reaction
was found to be 87%, which is in good agreement with
experiments (88%).
3.2.5.2. Chiral Ammonium Salt Catalyst. Recently, chiral

ammonium salt-catalyzed stereoselective benzylation of glycine
derivatives has been examined (Figure 35) by Petrova et al.260

Two catalysts were studied: the heterochiral (R,S) catalyst and
the homochiral (S,S) catalyst, and geometries were obtained at
the ONIOM(B3LYP/6-31G*:PM6) level. While the homo-
chiral catalyst shows good yield and enantiomeric excess (91%
yield and 94% ee (R)), the heterochiral catalyst presents a
different behavior. Two factors have been proposed to explain
this experimental result. First, when the tight ion-pair
interaction between the amino-acid derivative and the catalyst
is considered, the activation barrier for the formation of the
(R)-product increases as compared to the one obtained with
the homochiral catalyst. Second, the reaction can occur without
considering this ion pair, resulting in an easier (S)-product
formation. These two factors explain both the lower yield and
the ee obtained with the heterocatalyst.

3.2.5.3. N-Heterocyclic-Based Catalysts. N-Heterocyclic
catalysts have also been studied with the ONIOM method.
Tang et al. studied β-lactam synthesis catalyzed by N-
heterocyclic carbenes (NHCs).261 Dudding et al. used the
IMOMO method for the benzoin condensation by asymmetric
triazolium and thiazolium catalysts.262 The same group also
studied the spiroligozyme-catalyzed transesterification of vinyl-
trifluoroacetate by methanol, using the M06-2X/6-31G*//
ONIOM(B3LYP/6-31G*:PM6) approach.263 This study
pointed out how the pyridine-alcohol and urea groups are
able to activate the reaction. Apart from these studies, other
thiourea-catalyzed reactions have also been studied, such as
pyrrazole crotonization,264 the enantioselective decarboxylative-
protonation reaction,265 and enatioselective amine 1,4-
addition.266

3.3. Polymerization via Radical Systems

In the following subsection, ONIOM-based studies of polymer-
ization via radical systems are reviewed. Polymerization

involving metals is not considered here (see section 4.3).
Other types of organic radical reactions were detailed above in
section 3.1.3.

3.3.1. Controlled Radical Polymerizations. 3.3.1.1. Re-
versible Addition−Fragmentation Chain Transfer. The
reversible addition−fragmentation chain transfer (RAFT) is
one of the most practical controlled radical polymerization
(CRP) methods. Several groups have employed the ONIOM
approach to study the kinetics of this CRP process.267 For

Figure 35. Benzylation of the glycine Schiff base in the presence of a chiral ammonium salt. The low and high levels of the ONIOM models are
represented in blue and black, respectively.

Figure 36. Example of an ONIOM scheme for the calculation of
addition−fragmentation chain transfer agents.267a Reprinted with
permission from ref 267a. Copyright 2006 American Chemical Society.
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example, a three-layer ONIOM (W1:G3(MP2)-RAD:MP2)
approach was considered for the RAFT agents, where the inner
core of each agent was calculated at the W1 level of theory, the
α-substituents of radical centers were considered in the
intermediate core and calculated with the G3(MP2)-RAD
method, and the whole system was then calculated at the MP2/
6-311+G(3df,2p) level of theory, as shown in Figure 36.267a,268

These calculations indicated that highly stable intramolecular
radicals might be formed from the proximal radicals and SC
bonds. To further identify an accurate and practical method for
these large radical systems, Izgorodina et al. have tested several
low-cost theoretical procedures.269 They found that the
commonly used density functionals are not able to
quantitatively or qualitatively reproduce the values of the
fragmentation enthalpy of these systems. On the other hand,
the ROMP2 calculations were found to be better in most cases,
but they fail when the radical leaving group is conjugated. A
two-layer ONIOM-based approach was found to be practical
and particularly accurate for these large systems. In this
approach, the model system was calculated with G3(MP2)-
RAD, and the whole system was calculated with ROMP2-
(SCS-/SOS-MP2)/6-311+G(3df,2p).
Coote et al. further applied the ONIOM(W1:G3(MP2)-

RAD)//B3LYP/6-31G(d) method to study the addition−
fragmentation kinetics of fluorodithioformates in styrene, vinyl
acetate, and ethylene polymerization (Figure 37).270 On the
basis of thermodynamic considerations, and as predicted earlier,
these calculations suggested that fluorodithioformates should
be able to function as genuine multipurpose RAFT agents.
Regarding the leaving group abilities and reinitiation rates, S
C(F)SC(CH3)2CN and SC(F)SC(CH3)2Ph reagents were
found to be the best F-RAFT agents for styrene polymerization,
while SC(F)SCH2CN and SC(F)SC(CH3)3 were pre-
dicted to be optimal for vinyl acetate and ethylene polymer-
ization. Furthermore, the chain length effects and penultimate
unit effects were suggested to be significant in the RAFT
process for the cumyl dithiobenzoate-mediated polymerization
of styrene, based on the ab initio calculations with the ONIOM
approach.271 Simplified models to describe this system were

inadequate, particularly in modeling the initial stages of the
process.
In addition, the ONIOM(W1:G3:ROMP2) approach was

successfully applied to the design and synthesis of a novel class
of RAFT agents.272 These studies suggested that the electron-
deficient benzyl methyl/phenylsulfonyldithioformate can effi-
ciently mediate the polymerization of isobornyl acrylate and
promote hetero Diels−Alder reactions with certain monomers,
including styrene.

3.3.1.2. Nitroxide-Mediated Polymerization. In nitroxide-
mediated polymerization (NMP), the ONIOM(G3(MP2)-
RAD:B3LYP/6-31G(d)) approach was used to study side
reactions with PCM solvation model.273 The obtained
thermodynamic energies were in good agreement with
experimental data (within 4.5 kJ/mol). Megiel et al. used
ONIOM(G3:ROMP2) to study the substituent effect on the
strength of C−ON bonds in N-alkoxyamines models for
dormant species in the copolymerization of styrene with
acrylonitrile, and the results were in good agreement with the
experimental data.274

3.3.2. Noncontrolled Radical Polymerization. ONIOM
approaches have also been used to study noncontrolled radical
polymerizations. Izgorodina et al. carried out a systematic
methodological test to calculate the propagation rate
coefficients in free radical polymerization of acrylonitrile and
vinyl chloride.220,275 Some commonly used DFT methods (e.g.,
B3LYP) were found to fail to quantitatively or even
qualitatively reproduce reaction barriers and enthalpies for
chain-transfer/propagation reactions. However, the authors also
mentioned that the most recently developed DFT functionals
(e.g., the Minnesota functionals) have shown great promise in
many problematic systems. In their study, they found
G3(MP2)-RAD- and G3(MP2)-RAD-based ONIOM ap-
proaches yielded accurate results (<1 kJ/mol). The chain-
length effects on the rate constants were found to largely
converge to their long-chain limit at the dimer radical stage.
Minor solvation effects were found when using an implicit
solvent model (COSMO).

Figure 37. Transition-state structures of styrene and vinyl acetate polymerization. Reprinted with permission from ref 270. Copyright 2006 American
Chemical Society.
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4. APPLICATIONS TO INORGANIC COMPOUNDS AND
HOMOGENEOUS CATALYSIS

This section summarizes applications of the ONIOM method
to inorganic compounds, and transition metal homogeneous
catalysis, including polymerization reactions. Aiming for broad
coverage of ONIOM applications to molecular inorganic
compounds (section 4.1), the selected studies involve a diverse
range of elements, from alkali metals to d-block, f-block, and
main group metals. An additional emphasis is on covering
studies that utilized ONIOM as a tool for purposes such as
separating steric and electronic effects, rather than focusing
only on applications to large systems that benefit from the
efficiency of ONIOM. The use of ONIOM methods to study
the mechanisms and selectivities of transition metal homoge-
neous catalysts is summarized in section 4.2. The selected
studies range in scope from full catalytic cycles and selectivity,
to those with a narrow focus on a single reaction step or
transient intermediates. These examples show three roles of
ONIOM calculations in the study of transition metal
homogeneous catalysis: to rationalize a low-energy path to
explain the mechanism, to compare competing reaction paths
to explain the selectivity, and to identify a thermodynamically
stable active intermediate to explain the reactivity or selectivity.
The emergence of ONIOM methods has allowed these
properties to be computed with chemical accuracy for realistic
catalytic systems at low computational cost. The ONIOM
method has also made significant contributions toward the
study of polymerization reactions, including the prediction of
regio- and stereoselectivity (section 4.3). The selected studies
in section 4.3 show how IMOMM and ONIOM methods can
be used to describe steric and electrionic effects of the ligands,
substituents, cocatalysts, and even counterions for more
realistic treatment of polymerization processes. From early
applications of IMOMM to recent development of new
methodology, the studies highlighted in this section all make
particularly effective use of ONIOM and clearly demonstrate
how it can be applied for various purposes to systems involving
molecular inorganic compounds and homogeneous catalysis.

4.1. Inorganic Compounds

In this section, ONIOM studies of the structure, properties, and
reactivity of molecular inorganic compounds are reviewed. The
majority of the studies in this area involve d-block complexes,
particularly organometallic species. Thus, the section on the
structure of d-block complexes (section 4.1.1) is divided into
several areas to showcase the versatility of ONIOM. The
section on properties (section 4.1.2) encompasses studies of
any inorganic compounds, whereas the discussion of reactivity
(section 4.1.3) is limited to f-block and main group
compounds. The reactivity of d-block complexes, including
transition-metal homogeneous catalysis, is a very significant
area of ONIOM-based research that is covered in section 4.2 in
various subsections.
4.1.1. Structure. 4.1.1.1. ONIOM Treatment of Bulky

Organometallic Systems. Organometallic compounds often
have bulky ligands that can be computationally demanding to
treat at a high level of theory. ONIOM enables optimizations of
large models with flexible ligands, but this comes with the
complication of many new local minima; thus, conformational
searches become necessary. Many such systems can now be
treated in full with DFT, but it can be expedient to first perform
the conformational search with ONIOM(B3LYP:UFF).276 For
some systems, it is appropriate to truncate the ligands for the

sake of simplicity, but there are many cases where steric effects
attributed to the ligand override competing electronic factors,
such as agostic interactions, leading to new global-minimum
geometries and isomers.277 To capture the largely steric
influence of bulky ligands, it is often sufficient to treat them
at the MM level. For example, Gusev et al. found that if the tBu
groups in RuCl(CO)[CH(C2H4P

tBu2)2] are truncated to Me
groups, the most stable structure at the B3PW91 level has Cl
trans to CO, which is inconsistent with the cis arrangement in
the X-ray crystal structure (Figure 38).278 However, when the
tBu groups are included at the MM level using ONIOM-
(B3PW91:UFF), the optimized structure becomes qualitatively
correct, with Cl cis to CO due to steric repulsion. Taking
advantage of the ONIOM method to combine multiple QM
levels, they found that the use of ONIOM(B3PW91:HF)
provides further improvements in the structure, for example,
reducing the error in the average Ru−P distance from 0.06 to
0.01 Å. A variety of QM methods, including PM3,279 DFTB,280

HF,98,281 and DFT,282 have been used as low layers in ONIOM
studies to capture both the steric and the electronic effects of
the ligands.

4.1.1.2. Agostic Interactions. Agostic interactions between
filled C−H (or, for instance, B−H, Si−H, C−C, B−B, Si−Si,
B−C) σ orbitals and empty d orbitals of electron-deficient
metal centers are commonly found in organometallic
compounds. Such interactions often require significant
structural distortion, and can be sensitive to the steric influence
of bulky ligands.283 For example, Jaffart et al. demonstrated
through IMOMM(B3LYP:MM3) calculations that steric effects
can explain why α- and β-agostic interactions are both observed
in a niobium complex with iPr, whereas only an α-agostic
interaction is observed in the Et complex.284 In a subsequent
study, Jaffart et al. showed that by truncating a ligand to reduce
steric bulk the electronically favored β-agostic interaction
became more dominant in the Et complex.285 Other ligand−
ligand interactions such as π-stacking can also compete and
prevent the formation of agostic interactions, as shown in an
ONIOM(B3PW91:UFF) study by Clot et al.45m

In contrast to the previously described systems, in some cases
increased steric interactions are required for an agostic
interaction to form.277a,286 The X-ray crystal structure of
[Ir(H)2(P

tBu2Ph)2]
+, a 14-electron complex, shows two agostic

interactions between CH3 groups of the
tBu substituents and

the vacant coordination sites trans to the hydrides. B3LYP
optimizations by Ujaque et al. of a model complex ([Ir-

Figure 38. Optimized structures of RuCl(CO)[CH(C2H4PMe2)2]
(left) and RuCl(CO)[CH(C2H4P

tBu2)2] (right) at B3LYP and
ONIOM(B3LYP:HF) levels, respectively. Reprinted with permission
from ref 278. Copyright 2002 American Chemical Society.
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(H)2(PH2Et)2]
+) with Ph and tBu truncated to H and Et,

respectively, resulted in a structure lacking agostic interaction-
s.277a However, when the full ligands were introduced using

IMOMM(B3LYP:MM3), while maintaining the same truncated
model as the high layer, the optimized structure showed the
two agostic interactions. It is clearly steric pressure that leads to
formation of the agostic interactions in this compound, because
the additional groups were included only at the MM level.
4.1.1.3. Relative Energies of Isomers. In addition to

providing reliable structures of organometallic compounds,
ONIOM calculations can be used to evaluate the relative
energies of isomers. Thus, ONIOM studies have shown that
steric interactions control the relative stabilities of trigonal
bipyramidal and square pyramidal isomers of Ru(NCH)(CO)-
(NO)(PtBu2Me)2

+,287 cis,trans,cis and all-cis isomers of some
six-coordinate d0 dioxo compounds,277e and syn and anti
isomers of a Re-based olefin metathesis catalyst.288 In a
representative study of Ru(CO)2L3 complexes (L = PEt3 or
PiPr2Me), Ogasawara et al. examined how the relative energies
of the trans-CO and cis-CO isomers (Figure 39) are affected by
the ligand, L.277d On the basis of solution IR spectra, the
isomers of the PEt3 and PiPr2Me complex coexist. MP2
calculations on the model complex Ru(CO)2(PH3)3 placed the
trans-CO 3 kcal/mol higher in energy than the cis-CO isomer.
The CO ligands prefer the equatorial positions that they
occupy in the cis isomer, because they maximize back-donation.
However, this electronic preference is partially negated by
repulsive M−CO σ interactions. IMOMM(MP2:MM3) calcu-
lations with the PEt3 ligands in the MM layer gave the same
relative energies, but with the PiPr2Me ligands the trans-CO
isomer was favored by 2.8 kcal/mol. The electronic energies of
the QM part of the IMOMM calculations favored cis-CO by 3.1
and 1.7 kcal/mol for both PEt3 and PiPr2Me, respectively,
showing that it is the steric influence of the ligand that is
responsible for the change in isomer preference. In this case,
the most stable isomers predicted by IMOMM were those that
were expected on the basis of the IR data. However, when
dealing with these subtle energetic preferences, some systems
present exceptions in which the extrapolated IMOMM-
(B3LYP:MM3) energies are qualitatively incorrect.289 In such
cases, or indeed anytime more accurate energies are required, a
useful strategy is to compute single-point full QM energies at
the QM/MM geometries.289,290

4.1.1.4. Quantifying Steric and Electronic Effects. As in the
previous example,277d IMOMM energies can be decomposed
into electronic and steric contributions to gain detailed insight
into ligand effects on organometallic compounds. Thus, even
when resources are available for full QM calculations, the
IMOMM or ONIOM method can be a useful analytical tool.
One strategy introduced by Barea et al. involves energetic
comparison of two IMOMM(MP2:MM3)-optimized struc-
tures: one with the real system optimized, and a second with
the metal center and the atoms directly bonded to it fixed to
positions determined by QM optimization of the model
system.291 If an MM method is used for the low level, the

difference in energy arises from geometric distortion due to
steric effects. The fully optimized system has reduced steric
repulsion, but this comes with an electronic penalty. For
example, at the IMOMM(MP2:MM3) level, the fully optimized
ReH5(PCyp3)2(SiH2Ph)2 (Cyp = cyclopentyl) complex is
stabilized by 7.3 kcal/mol relative to the restricted structure,
which can be decomposed to 10.8 kcal/mol MM (steric)
stabilization, and 3.5 kcal/mol QM (electronic) destabiliza-
tion.291 Further decomposition of the MM energies showed
that van der Waals (vdW) interactions and bending terms were
the major components of the steric stabilization, accounting for
7.9 and 2.9 kcal/mol, respectively. These terms were then
analyzed in detail to see which ligands and groups of atoms
impose the strongest steric influence. The restricted opti-
mization strategy has been applied to other complexes,277c,292

and the detailed analysis of MM terms is also useful for other
tasks, such as comparing steric effects among isomers.277e

An alternative approach to separate steric and electronic
effects is to compare geometric parameters obtained from QM/
MM optimizations on a series of models with various layer
definitions (see section 2.1.7). A basic form of this approach is
the comparison of structures from QM-only model and QM/
MM real-system optimizations. Such procedures can be carried
out solely for the purpose of analyzing steric effects.293 The use
of a larger series is illustrated by Woo et al.,294 who optimized
six models with IMOMM(BP86:TRIPOS5.2295), as imple-
mented in CPMD,296 and with the ferrocene force field of
Doman et al.297 to determine why the Pd−P bond length in a
chiral PdII(SiCl3)2(L) complex is unusually long (2.50 Å).
Three models, differing only in the treatment of the phenyl
substituents of the phosphine, have been perfomed. DFT
optimization of model A in Figure 40 consisting of only the
QM region provided a baseline Pd−P bond length of 2.39 Å.
The IMOMM-optimized structure of model B had a longer
bond length of 2.46 Å, indicating that the steric influence of the
ferrocene, phenyl substituents, and trimethylphenyl group is a
major factor contributing to the long bond. The third
calculation, in which the phenyl substituents in model B are
treated with QM and thus their electronic effects are included,
resulted in further elongation of the Pd−P bond to 2.50 Å,
matching the experimental structure; thus, it is a combination
of steric and electronic effects that contributes to the long bond
length. The series of models was also used to identify the
factors responsible for the distortion from ideal square-planar
geometry.

4.1.1.5. Ion Pairs. In computational studies of charged
inorganic complexes, counterions are often neglected. How-

Figure 39. trans-CO (left) and cis-CO (right) isomers of Ru(CO)2L3,
where L = PEt3 or P

iPr2Me.

Figure 40. (A) QM model without substituents, and (B) IMOMM
model with substituents in the MM region. Reprinted with permission
from ref 294. Copyright 2000 American Chemical Society.
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ever, in solution, such species can exist as ion pairs in which the
structure and reactivity are dependent on both ions.298

ONIOM(QM:MM) and ONIOM(QM:QM) calculations
have been used to examine ion-pair effects in Ir299 and Ru45g

complexes, with small counterions such as BF4
− being included

in the high layer. To treat ion pairs that have bulky groups on
the metal complex as well as the counterion (e.g., BPh4

−),
Zuccaccia et al. divided both ions into high and low layers.45g

4.1.1.6. New ONIOM-Based Techniques. An interesting
ONIOM method aimed at treating biradical systems that
involves the use of the same DFT functional and basis set for
both levels was presented recently by Kitagawa et al.300 In their
method, the low level is a spin-restricted calculation, while the
high level follows their approximate spin projection (AP)
scheme.301 The AP method corrects the spin contamination
error associated with the broken symmetry (BS) method that is
commonly used to study systems with multireference character.
The AP scheme is computationally demanding, as it requires

high spin and broken symmetry (BS) energies, gradients, and
⟨S ̂2⟩ values, as well as a sampling of ⟨S ̂2⟩ values from 6N (N =
optimized atoms) BS calculations. The ONIOM approach
greatly reduces the computational cost and is successful because
spin polarization is minimal in the peripheral regions of the
ligands.
Another method that takes advantage of the efficiency of

ONIOM to perform a large numbers of calculations is global
reaction route mapping (GRRM, see section 2.2.4 for details).
GRRM involves automated search of a potential energy surface
starting from randomized initial structures. Maeda et al. used
GRRM to s t udy t he b ind ing o f a sub s t r a t e ,
CH3COCH2COOCH3, to a model of a hydrogenation catalyst,
(R)-RuI IHL-BINAP (L = H, BINAP = 2,2 ′ -b is -
(diphenylphosphino)-1,1′-binaphthyl).128a The ONIOM-
(B3LYP:UFF) model and three possible binding modes of
the substrate are depicted in Figure 41. The search resulted in
135 unique, optimized structures, most of which featured the
substrate bound through CO in an end-on mode, or in a pro-R
or pro-S η2 mode. The most stable structure was an η2-R type,
and it was 28.8 kJ/mol lower in energy than the most stable η2-
S structure, due to differences in steric repulsion. In support of
this result, experiments show high enantiomeric excess of the
(R) product.302

4.1.1.7. f-Block. The application of ONIOM to f-block
complexes is analogous to that of d-block complexes: the metal
center and a portion of the ligands are treated with a QM
method, while large substituents are treated only with a more
efficient method. Perrin et al. used a series of models to analyze
the structure and agostic interactions of La(CH(SiMe3)2)3.

303

One of the QM-only models, La(CH2SiH2Me)3, had a local
minimum with β-agostic Si−C interactions, but the global

minimum deviates significantly from the X-ray structure,304 as
the Me groups are oriented away from the La center. This
conformation erroneously precludes agostic interactions,
illustrating a potential pitfall of ligand truncations. When the
full complex was optimized by ONIOM(B3PW91:UFF), with
the low layer comprising the spectator methyl groups (Figure
42a), the structure reproduced the experimental results quite
well. On the basis of examination of the β Si−C bond lengths
and La−C−Si angles, Perrin et al. concluded that the complex
has β-agostic Si−C interactions, rather than the γ-agostic C−H
interactions suggested by the experimental nonbonded La···Cβ

distance (3.12 Å). Interestingly, the elongation of the β Si−C
bonds does not appear to stem from the agostic interaction
itself, but to negative hyperconjugation with the lone pair of Cα,
enhanced by the relatively ionic nature of La−ligand bonds. In
a related study, Perrin et al. showed that La(CH(SiMe3)2 has
weaker agostic Si−C interactions because of reduced negative
hyperconjugation with the nitrogen sp2 lone pair.305

Eisenstein et al. used the same level of theory, ONIOM-
(B3PW91:UFF), to analyze the electronic distribution in the
trinuclear cluster (YbL)3(THF), where L = [N(SiMe3)C-
(Ph)]2CH.

307 To facilitate the analysis of individual Yb centers,
the calculations were performed on related systems with Li in
place of Yb. The study revealed an unusual electronic structure
with both mixed-valence metal centers (2YbII/YbIII) and mixed-
valence ligands (L−/2L3−).

4.1.1.8. Main Group. As in the previous sections on
inorganic structure, ONIOM-based studies of the structure of
molecules containing main group elements are often centered
on the relative stabilities of isomers, and the analysis of
substituent effects. Such studies were conducted for Al-
(NR2)3,

308 small models of polymeric dibutyltin(IV) com-
plexes,309 and [BCp2]

+ and the decamethyl-substituted
[BCp*2]

+.310 Similarly, relative energies of a phosphinofenchol
and a phosphorane were computed to rationalize the
unexpected synthetic production of the latter.311 Some recent
works were aimed at evaluating various ONIOM(B3PW91:HF)
partition schemes for butyltin compounds, in terms of
geometry, molecular properties, and NMR chemical shifts.312

Taking advantage of the absence of electronic effects in MM
methods, Suresh employed a novel approach to quantify steric

Figure 41. (a) Three coordination modes of CH3COCH2COOCH3
on (R)-RuIIH2-BINAP: (a) CO end-on, (b) pro-R η2, and (c) pro-S η2.
Only the P atoms of BINAP are shown. The box in (a) shows the
boundary of the QM layer of the ONIOM model. Reprinted with
permission from ref 128a. Copyright 2007 American Chemical Society.

Figure 42. (a) ONIOM-optimized structure of La(CH(SiMe3)2)3,
with QM and MM layers represented by dark colors and pastel colors,
respectively. Reprinted with permission from ref 303. Copyright 2003
Royal Society of Chemistry. (b) nBuLi aggregate with anisyl fenchol. A
second anisyl fenchol is truncated in this representation, as marked by
∼. Thick lines in the aggregate indicate the QM layer in ONIOM
optimizations.
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effects of PR3 ligand substituents, involving ONIOM-
(B3LYP:UFF) optimizations of the isolated ligands, followed
by molecular electrostatic potential (MESP) analysis of the QM
layer.313 Specifically, the effect of substituents was quantified in
terms of the MESP minimum (Vmin) at the lone-pair region of
the phosphine, which is a measure of its electron donating
ability.314 The difference (Seff) between the Vmin of unsub-
stituted PH3 (Vmin(PH3)) and that of the QM layer of the
optimized PR3 ligands (Vmin(ONIOM_PR3)) correlated well
with the Tolman cone angles, indicating that the purely
electronic parameter Vmin is a sensitive measure of steric effects.
In a subsequent study, Mathew et al. also examined the
electronic effect of the substituents (Eeff), by comparing
Vmin(PR3) and Vmin(ONIOM_PR3).

315 A broad range of
phosphines were then categorized according to their Seff and
Eeff values, the sign and magnitude of which indicate the
electron-withdrawing or -donating tendency of the ligand, as
induced by steric or electronic effects.
4.1.1.9. Alkali Metals. Organolithium species are important

reagents that can form aggregates in solution that act as reactive
intermediates. In one example, chiral aggregates form mixtures
of nBuLi and anisyl fenchols with various ortho substituents (X),
H, SiMe3,

tBu, SiMe2
tBu, and Me. X-ray crystal structures show

that the aggregates form with nBuLi:fencholate ratios of 1:3 (X
= H), 4:2 (X = Me), and 2:2 (X = others). Goldfuss et al.
analyzed their formation energies using B3LYP//ONIOM-
(B3LYP:UFF), with QM regions comprising the Li centers and
bridging atoms, as in Figure 42b.306 The coordination of
alkoxido groups of fenchones is favored electrostatically, but
opposing steric interactions of bulky substituents lead to the
formation of mixed aggregates. In another ONIOM-based
study, steric repulsion was shown to enforce the pyramidal
structure of a dimeric three-coordinate Li species, in which
electrostatics favor planar geometry.316

4.1.2. Properties. 4.1.2.1. Spectroscopic Properties.
ONIOM-derived vibrational frequencies,277g,317 NMR param-
eters,318 and Mössbauer quadrupole splittings309 have aided
structural determinations by serving as valuable links to
experiments. For example, Yandulov et al. used IMOMM-
(B3LYP:MM3) to calculate vibrational frequencies for various
hydrogen-bonded adducts of (CF3)2CHOH and the 16-

electron complex OsHCl(CO)(PtBu2Me)2.
277g The substitu-

ents of the phosphine ligand and CF3 groups of the alcohol
were allocated to the MM region. The vibrational frequency
shifts upon adduct formation were consistent with experiment
for the Cl···HO hydrogen-bonded adducts, whereas a CO···HO
structure was ruled out. An Os ← O interaction energetically
favored in small models was sterically prevented in the full
model. Thus, adduct formation results in further unsaturation
of the metal center through a hydrogen bond.
In 2000, Ashkenazi et al. synthesized the first metallaquinone,

a ruthenium compound with a phenolic PCP ligand.317 IR,
UV−vis, and 13C NMR spectra taken in methanol and benzene

showed significant solvent dependence, leading to the
hypothesis that the compound has a quinoid-Ru(0) carbene
form a in nonpolar solvents, and a Ru(II)-quinolate zwitterionic
form b in polar solvents (Figure 43). ONIOM(B3LYP:HF)
optimizations with the tBu groups in the low layer produced
quinonic (a-type) geometries regardless of the initial structure;
thus, in the gas phase, the compound is predicted to exist in the
quinonic form. ONIOM IR spectra showed the CparaO
stretching mode at 1689 cm−1, CmetaCpara modes at 1624 and
1564, and a CipsoRu mode at 1036 cm−1, all of which are
consistent with the experimental frequencies of 1659, 1590,
1577, and 1030 cm−1. These vibrational modes were not
observed in methanol and are thus indicative of the quinonic
form. The zwitterionic form was estimated by constrained
optimization to be 13 kcal/mol higher in energy.
To identify the structure of a trinuclear ruthenium dihydride

intermediate (Ru3(H)2(CO)9(PPH3)2) in the hydrogenation of
phenylacetylene, Al-Ibadi et al. calculated 1H NMR chemical
shifts and coupling constants (JPH) for 32 isomers using
PBE1PBE//ONIOM(PBE1PBE:UFF).318 The spectroscopic
parameters complemented by the computed energetics favored
a Ru3(μ-H)(μ-H)(μ-CO) structure rather than a previously
proposedterminal hydride Ru3(μ-H)(H) species.

319

4.1.2.2. Thermodynamic Properties. Transition metal
hydrides are important intermediates in many processes, due
to their diverse reactivity that includes proton, hydride, and H
atom donation. Thus, their pKa values and hydricities, defined
as the standard Gibbs free energy (ΔGH−° ) of the reaction in eq
74, are useful measures of their reactivity.

→ ++ −LMH LM H (74)

Qi et al. developed a protocol to calculate pKa values of
transition metal hydrides involving gas-phase ONIOM(CCSD-
(T)/LANL2DZ+p:B3P86/LANL2MB) energy calculations at
ONIOM(B3P86/LANL2DZ+p:HF/LANL2MB) geometries,
followed by DFT-based solvation corrections, and calibration
to experimental reference data.320 The method was found to
have an RMSD of 1.5 pKa units for a set of 30 hydride
complexes with various metals and diphosphine ligands. On the
other hand, the same method performed poorly for hydricities,
giving an RMSD of 6.6 kcal/mol for six metal hydrides.45n The
failure was attributed to the basis set effects, as using B3P86
instead of CCSD(T) made little difference, but switching to 6-
31+G* for all nonmetal atoms in full B3P86 energy calculations
reduced the RMSD to 3.0 kcal/mol. Further improvement to
1.3 kcal/mol was achieved through full B3P86/LANL2DZ+p
optimizations. Another study of DFT-derived hydricities used
ONIOM(DFT:UFF) for the optimization of a Pd complex and
obtained reasonable results, although the experimental hydricity
was not available for comparison.321

The performance of ONIOM(DFT:UFF) for the binding
energies of PMe3 and PPh3 ligands to tetranuclear gold clusters
has been evaluated.322 Despite good performance for geometry
optimizations, the binding energies were only about one-half
that of the full DFT-derived values. Similarly, ligand
substitution enthalpies for processes such as the following:

+ ⇌ +(PH ) Fe(CO) 2PR (PR ) Fe(CO) 2PH3 2 3 3 3 2 3 3
(75)

have been calculated using IMOMM(DFT:MM).323 Again,
quantitative agreement with experiment could not be obtained,
due partly to the neglect of electronic effects of the R groups
when PR3 is modeled as PH3 in the QM region.

Figure 43. Two isomers of a metallaquinone: (a) quinoid-Ru(0)
carbene and (b) Ru(II)-quinolate. Reprinted with permission from ref
317. Copyright 2000 American Chemical Society.
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Accurate molecular energies can be obtained for small
molecules using composite methods such as Gn20a that
approximate high-level ab initio calculations through low-level
optimization and vibrational correction, followed by a series of
single-point energy calculations with various basis sets and
various ab initio methods. To study larger molecules, Vreven et
al. developed two-layer194 and three-layer14 ONIOM G2-like
methods (OG2R2 and OG2R3, respectively) that approximate
the CCSD(T)/6-311+G(2df,2p) level (see section 2.2.5 for
more details). The Gilbert group used OG2R3 to study bond
dissociation energies in groups 13−15 donor−acceptor
complexes.141 Later, they tested the performance of this
approach against experimental dissociation energies for a set
of such complexes, and found nearly CCSD(T)/aug-cc-pVTZ-
level accuracy with substantially reduced computational cost.140

The Gilbert group also used OG2R3 to calculate binding
energies of B(C6HxF5−x)3 to NMe3 and PMe3.

324 The results
indicated that the position of the fluorines strongly affects the
Lewis acidity of the borane, and increasing the number of
fluorines has an additive effect on binding energies.
4.1.3. Reactivity. 4.1.3.1. f-Block. In a recent study, Wang

et al.325 examined a possible mechanism for the reaction of
trinuclear Ln-phosphinidine (Ln = Y or Lu) clusters with CS2,
using a M06L//ONIOM(TPSSTPSS:HF) method out of
necessity, as the clusters consist of nearly 250 atoms. In the
studies highlighted below, ONIOM calculations provided
additional insight by isolating the impact of steric effects on
reaction mechanisms. The performance of ONIOM-
(B3PW91:UFF) for reactivity studies involving lanthanocenes
with bulky C5Me5 ligands has been evaluated by Perrin et al.326

Two reactions were selected to serve as representative examples
of lanthanocene reactivity: the insertion of ethylene into the
Nd−C bond of L2Nd−Et, as in eq 76:

− + → −L Nd Et C H L Nd Bun
2 2 4 2 (76)

and the H exchange between ethyl and ethylene ligands
through β-H transfer, as in eq 77:

− + → − +H HL Nd C H C L Nd C H C H2 2 5 2 4 2 2 4 2 4 (77)

Free energy profiles of these reactions were calculated for the
ligands L = C5H5 (Cp) and C5Me5, which was modeled at the
full-DFT level (Cp*), or with the Me groups in the MM layer
of an ONIOM model (Cp#). The use of Cl to model Cp was
also tested and found to be inadequate. For example, the
calculated free energy of coordination of ethylene to L2Nd−Et
was −3.2, 5.2, and 10.5 kcal/mol for Cl, Cp, and Cp*,

respectively. A value of 10.9 kcal/mol for Cp# revealed that the
significant influence of the Me substituents is largely steric in
nature. The ONIOM method performed very well for these
reactions, but as the authors noted, the neglect of electronic
effects from the substituents may have a larger impact in studies
of other types of reactions, particularly those involving a change
in oxidation state.
Maron et al. applied an analogous ONIOM model to study

steric effects in a lanthanocene-hydride-catalyzed H/F exchange
reaction, involving formation of C6F5H from C6F6.

327 Steric
interact ions disfavored a C6F6−Cp′2LaH (Cp′ =
1,3,4-tBu3C5H2) π adduct that would be an intermediate
species in a plausible hydride addition mechanism, but allowed
a σ adduct that leads to H/F exchange via transient HF
formation.

4.1.3.2. Main Group. An interesting new field in main group
chemistry is the study of frustrated Lewis pairs (FLPs):
mixtures of Lewis acids and bases that do not form adducts due
to steric hindrance.328 FLPs have unique reactivity including
small molecule activation and catalytic hydrogenation of a wide
range of substrates. The Gilbert group has used the OG2R3
three-layer ONIOM composite method discussed above
(section 2.2.5) to investigate the mechanism of CO2 reduction
to CO by an Al−P FLP,329 and the complexation of N2O by a
B−P FLP.330 They have used DFT//ONIOM(DFT:DFT)
methods to provide computational support in studies of the
formation and reactivity of N-heterocyclic-carbene-Lewis-acid
FLPs,331 B−N FLPs,332 and nonfrustrated phosphinoborane
adducts.333

In another application of the OG2R3 method, Dutmer et al.
compared two competing pericyclic reactions of the amino-
borane (F3C)2BN(CH3)2.

334 This aminoborane reacts with a
variety of olefins through either ene-type or hydrogen transfer
mechanisms (Figure 44), the latter of which does not occur in
pure organic reactions. In comparison to reference data from
modified G3(MP2) calculations,334,335 the OG2R3 method was
found to give much more reliable barrier heights and reaction
energies than MP2 or DFT methods. The results indicated that
the type of reaction that is favored depends on the location of
alkene methyl groups and whether they are sterically hindered
by other substituents.
Other topics in main group chemistry that have been

examined with ONIOM methods include Al-catalyzed hydro-
phosphonylation reactions,336 and intramolecular free-radical
cyclization reactions of selenium compounds.337 The radical

Figure 44. Ene-type and hydrogen transfer mechanisms for reactions of the aminoborane (1) with alkenes. Reprinted with permission from ref 334.
Copyright 2011 American Chemical Society.
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reactions were studied using another composite-based ONIOM
approach.338

4.2. Transition Metal Homogeneous Catalysis

Transition metal homogeneous catalysis is one of the most
efficient ways to perform catalytic reactions in a selective
fashion, and it has become an indispensable tool with extensive
applications in both industry and academia. Three Nobel prizes
were awarded for the experimental studies of transition metal
homogeneous catalysis: palladium-catalyzed cross-coupling
(Heck, Negishi, and Suzuki in 2010), metathesis methods in
organic synthesis (Chauvin, Grubbs, and Schrock in 2005), and

chirally catalyzed hydrogenation and oxidation reactions
(Knowles, Noyori, and Sharpless in 2001). In terms of
developing more efficient catalysis, precise mechanistic details
are very important. However, reaction mechanisms are often
complex, and difficult to characterize from experimental data
alone. In this direction, computational chemistry has made very
important contributions.339 This section summarizes the
applications of IMOMM, IMOMO, and ONIOM methods
for mechanistic and selectivity studies of transition metal
homogeneous catalysis. The selected examples consist of
relatively large molecular systems, where the electronically

Figure 45. (a) Catalytic imine boration reaction. (b) Real and model (in circles) systems used in ONIOM(B3LYP:HF) calculations, and computed
catalytic cycle for imine boration (ΔG valued for the model system is shown in full text and ΔG values of the real system are in brackets). Reprinted
with permission from ref 341. Copyright 2005 American Chemical Society.
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important part of the molecule, the reaction center for instance,
is described by a DFT or an ab initio method, while the
remaining part (most commonly the bulky groups) is described
by MM, semiempirical, or DFT methods. This strategy is useful
for modeling large molecular systems.
4.2.1. Full Catalytic Cycles. One of the challenges in

computational studies of transition metal homogeneous
catalysis is to develop a full catalytic cycle for the reaction of
interest, and it must be consistent with the experimental results.
Then, rate-determining or selectivity-determining steps of the

mechanism then can be identified. In 1987, the first energy
profile of a full catalytic cycle was published by Koga et al.340

They applied the RHF method to determine the transition
states and intermediates of the catalytic cycle for the Wilkinson
olefin hydrogenation, and MP2 method to calculate energetics
of the important steps. Nowadays, the most common tools for
computational studies of full catalytic cycles are DFT and
ONIOM methods. The latter method is particularly useful for
large molecular systems.

Figure 46. Computed mechanism for Pd-catalyzed decarboxylative allylation of α-imino esters (energies are in kcal/mol). Reprinted with permission
from ref 342. Copyright 2012 John Wiley & Sons.

Figure 47. Proposed mechanisms for a Suzuki−Miyaura cross-coupling reaction. The model system consists of Pd(CHCH2)(PH3)2Br as the
starting catalyst complex, CH2CHB(OH)2 as the organoboronic acid, and OH− as the base. In ONIOM calculations, phenyl groups of the
triphenylphosphine (PPh3) were included in the MM partition. Reprinted with permission from ref 343. Copyright 2005 American Chemical
Society.
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Ananikov et al. applied an ONIOM(B3LYP:HF) method to
develop a catalytic cycle for Rh-catalyzed imine boration.341

According to experimental results, only monoboration was
observed (Figure 45a). ONIOM(QM:QM) results suggested
that the catalytic cycle has four main steps: oxidative addition of
B−B to the Rh complex, imine coordination, migratory
insertion of the imine into the Rh−B bond, and β-hydrogen
elimination (Figure 45b). In the case of alkene boration, two
coordination orientations lead to different regio-products.
However, only one coordination mode is possible for amine
boration, leading to Rh−C and N−B bond formation. As a
result, higher regioselectivity can be expected for imine
boration.

Li et al. used an ONIOM(B3LYP:PM6) approach to
rationalize the full catalytic cycle for Pd-catalyzed decarbox-
ylative allylation of α-(diphenylmethylene)imino esters and
allyl diphenylglycinate imines.342 In their ONIOM calculations,
all phenyl groups of the catalyst and substrate were included in
the low level. On the basis of the ONIOM(QM:QM) results,
the catalytic cycle consists of three steps: oxidative addition,
decarboxylation, and reductive allylation (Figure 46). The
initial oxidative addition is possible with a low-energy barrier,
and the following decarboxylation proceeds via a solvent-
exposed α-imino carboxylate anion, which is the rate-
determining step of the overall mechanism.
A full catalytic cycle for a Suzuki−Miyaura cross-coupling

reaction was developed by the Maseras group using B3LYP and

Figure 48. (a) QM/MM partitions: IMOMM-A was used for geometry optimization, and IOMMM-B was used for energy evaluation. (b) Important
transition states for the oxidative addition of hydrogen molecule (TSo) and insertion of enamide into the Rh−H bond (TSi). Reprinted with
permission from ref 358. Copyright 2006 John Wiley & Sons.
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ONIOM(B3LYP:UFF) methods.343 According to their calcu-
lations, the most feasible mechanism is path A in Figure 47. In
path A, the base initially reacts with the boronic acid to form a
boronate species, and then transmetalation occurs. It is
important to note that the energy profiles are qualitatively
similar to the B3LYP and ONIOM(B3LYP:UFF) methods. An
ONIOM(B3LYP:UFF) study by the same group344 showed the
importance of selecting correct conformations for mechanistic
studies of the Suzuki−Miyaura cross-coupling between CH2
CHBr and CH2CHB(OH)2 catalyzed by [(PPh2)2Pd] or
[(P(iPr)3)2Pd]. Several other research groups345 applied the
ONIOM method to study the cross-coupling reactions.
ONIOM(B3PW91:HF) calculations by Li et al.346 rational-

ized the mechanism of the full catalytic cycle of the
intramolecular Heck-type coupling of oximes with aryl halides.
In their ONIOM calculations, three phenyl rings of the
triphenylphosphine ligand were placed in the low layer. The
overall mechanism consists of four steps: oxidative addition,
migratory insertion, β-H elimination, and catalyst regeneration.
The free energy of the migratory insertion step is the highest
among all of the transition states, and therefore it is the rate-
limiting step of the mechanism.
Apart from the above studies, a number of applications of

ONIOM to the characterization of full catalytic cycles can be
found in the literature. The subjects of these studies have been
cross-coupling,347 hydrogenation,348 metathesis,349 hydrofor-
mylation,350 hydroboration,351 C−C and C−H bond activa-
tion,352 atom transfer radical addition,353 borylation,354 hydro-
silylation,355 arylation,356 and other reactions.357

4.2.2. Selectivity Studies. Another important objective in
computational studies of transition metal homogeneous
catalysis is comparison of competing reaction pathways to
explain the selectivity. In common practice, many competing
reaction paths can be found, and energy differences between
them can be very small. For instance, a 3 kcal/mol energy
separation leads to an enantiomeric excess of 99% at room
temperature. Therefore, quantitative estimation of selectivity is
challenging. The IMOMM(QM:MM) or ONIOM(QM:MM)
methods are efficient for sampling competing reaction paths, as
the computational cost for MM is low.
4.2.2.1. Enantioselectivity. In enantioselective reactions,

diastereomeric transition states give rise to enantiomeric
products starting from a single prochiral reactant. Enantiose-
lectivity and enantiomeric ratios can be calculated by assuming
the direct connection between the Boltzmann distribution of
transition state energies and product amount.339d This section
summarizes several IMOMM(DFT:MM) and ONIOM-
(DFT:MM) studies focused on quantitative estimation of
enantioselectivity.
Mori et al.358 applied an IMOMM(B3LYP:MM3) approach

to examine the origin of the enantioselectivity of binap-Rh(I)-
catalyzed asymmetric hydrogenation. Two QM/MM partition
schemes were used in this work: IMOMM-A was used for
geometry optimization and IMOMM-B was used for energy
evaluation (Figure 48). They systematically analyzed several
possible paths leading to the major (M) and minor (m)
enantiomers. Important transition states for the key steps in the
mechanism, oxidative addition of hydrogen molecule (TSo)
and insertion of enamide into the Rh−H bond (TSi), are
shown in Figure 48, and both of these steps may contribute to
the enantioselectivity-determining step. The oxidative addition
step is the rate-determining step, and therefore provides the
greatest contribution to enantioselectivity. For the oxidative-

addition transition states, both the QM and the MM energies
contribute equally, whereas for the insertion transition states,
steric repulsion between the naphthyl group on one of the
phosphorus atoms and the phenyl group on the other
phosphorus provides the largest contribution.
IMOMM(B3LYP:MM3) calculations by Ujaque et al.359

explained the enantioselectivity of the dihydroxylation of
styrene catalyzed by OsO4(DHQD)2PYDZ [(DHQD)2PYDZ
= bis(dihydroquinidine)-3,6-pyridazine]. The (DHQD)2PYDZ
ligand is bound to the metal via one of the quinuclidine ligands
(Figure 49). They included OsO4·NH3 and the substrate in the
QM partition, while the remaining part was in the MM
partition. Twelve possible reaction pathways were classified
according to the equatorial oxygen that reacts (A, B, and C)
and the relative position of the phenyl group of the substrate (I,
II, III, and IV) (Figure 49). According to the IMOMM-
(B3LYP:MM3) results, substrate attack at the B region is
favorable due to attractive interactions with the amine ligand.
The orientation of the substrate is most favorable when the
phenyl group is at position I or III. Position I is the lowest
energy path that leads to the desired R enantiomer. The lowest
energy path leading to the S enantiomer begins with the phenyl
group at position IV, and the transition state is 2.6 kcal/mol
higher in energy. This leads to a calculated enantiomeric excess
of 99.4% for formation of the R product, which is in good
agreement with the experimental value (96%).
The Maseras group explored the enantioselectivity of

vanadium-catalyzed asymmetric oxidation of 1,2-bis(tert-
butyl)-disulfide (Figure 50).360 Several combinations of the
R1, R2, and R3 substituents were systematically analyzed: (A) R1
= R2 = R3 =

tBu; (B) R1 = R3 =
tBu, R2 = H; (C) R1 = R2 =

tBu,
R3 =

iPr; and (D) R1 = R2 = H, R3 =
tBu. In their QM/MM

model, tBu groups of the substrate and R1, R2, and R3 groups of
the Schiff base were modeled with MM3, while the remaining
part was treated with B3LYP. Their IMOMM(B3LYP:MM3)
results are encouraging, as they reproduce the experimental
enantiomeric excess (Figure 50). Their ONIOM-
(B3LYP:MM3) results reproduce the experimental trends in
enantiomeric excess and confirm the predictions of the
IMOMM(B3LYP:MM3) study.
A three-layer ONIOM method was used by Feldgus et al.361

to explore the potential energy surface for the Rh-catalyzed
asymmetric hydrogenation of α-formamidoacrylonitrile. In their
calculations, the bond-breaking and bond-forming region was
modeled with B3LYP. The HF method and UFF were applied
to describe the electronic and steric impact of the catalyst,
respectively. The reaction occurs along two diastereomeric
manifolds, corresponding to binding of the re or the si face of
the olefin to the catalyst. Binding of the re enantioface of the

Figure 49. Ligand and the different approaches between substrate and
catalyst in the enantioselective dihydroxylation of olefins.
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enamide to the catalyst generates diastereomers, and the minor
diastereomer is considerably more reactive. The calculated
enantiomeric excess of 99.9% (R) reproduces the experimental
enantioselectivity. Garciá et al.362 studied the origin of the
enantioselectivity of pybox-ruthenium and box-copper-cata-
lyzed cyclopropanation reactions with B3LYP and ONIOM-
(B3LYP:UFF) methods. The ONIOM(B3LYP:UFF) geo-
metries and relative energies of the key reaction intermediates
and transition structures are in good agreement with the
B3LYP results. The calculated enantioselectivities reproduce
the experimental data.
Several other groups used ONIOM methods to study the

enantioselectivity of the following homogeneous transition-
metal catalyzed reactions: hydrogenation,348c,361,363 the Pau-
son−Khand reaction,364 cyclopropanation,362,365 and other
reactions.366

4.2.2.2. Regioselectivity and Stereoselectivity. Bo’s
group351a studied the origin of the regio- and stereoselectivity

of the rhodium-catalyzed vinylarenes hydroboration reaction,
and also the role of steric and electronic features of the ligand
and substrate. They included the metal, alkene, hydride, and
boryl ligands, and the ligand backbone in the QM region, and
the remaining parts of the system were in the MM region. The
key intermediate in the catalytic cycle is a pentacoordinate
species with eight possible isomers (Figure 51a). The internal
orientation of this intermediate determines the regio- and
enantioselectivity of the resulting product. Their QM/MM
scheme was very useful for separating and evaluating the
electronic and steric effects. The same group determined the
origin of regioselectivity in rhodium diphosphine-catalyzed
hydroformylation.351b The key intermediate in the mechanism
is a pentacoordinated complex, HRh(CO)(alkene)-
(diphosphine). They used eight possible conformations for
their study, differing by the face of the alkene double bond that
approached the HRh(CO)(diphosphine) intermediate and the
clockwise (CW) or counterclockwise (CCW) rotation of the

Figure 50. Vanadium-catalyzed asymmetric oxidation of 1,2-bis(tert-butyl)-disulfide, and calculated enantiomeric excess at 298.14 K. Values in
parentheses are the calculated ee % from ONIOM(B3LYP:MM3) method.

Figure 51. (a) The eight possible intermediates in styrene hydroboration. Reprinted in part with permission from ref 351a. Copyright 2004
American Chemical Society. (b) Definition of the eight possible reaction paths for alkene insertion from the key equatorial−equatorial
pentacoordinate intermediate in Rh-catalyzed hydroformylation. Reprinted with permission from ref 351b. Copyright 2001 American Chemical
Society.
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olefin (Figure 51b). Subsequently, eight transition states were
located and the regioselectivity was calculated by using the
relative stabilities of all transition states. Their calculations show
that formation of the linear product is more favorable than that
of the branched product, and the calculated yields for the
propene linear product are 83% and 73% for benzo and
homoxantphos, respectively. This is in agreement with the
experimental values (98.1% and 89.5%). Also, they argue that
the nonbonding interactions between the diphenylphosphino
substituents and the substrate play a very important role in the
regioselectivity.
The regioselectivity of intramolecular palladium-catalyzed

arylation was analyzed by Gracia-Cuadrado et al. using B3LYP
and ONIOM(B3LYP:UFF) methods.366b Proposed reaction
mechanisms are summarized in Figure 52, where the reaction
starts from a species resulting from the oxidative addition of the
C−Br bond. The proton transfer step may involve the bromide
ligand (unassisted path), a base in the media (assisted path),
the hydrogen carbonate, or an external base (intramolecular
assisted path or intermolecular assisted path). Calculations
support the mechanism involving a proton abstraction by the
carbonate or a related basic ligand. The regioselectivity depends
on the position of the substituent, and the ortho position closer
to the C−H bond is the most favorable position. Electron-
withdrawing substituents favor the reaction on the substituted
ring, while electron-releasing substituents direct the reaction to
the unsubstituted ring.
Le Paih et al. applied an ONIOM(B3PW91:UFF) method to

explore the stereoselectivity of the reaction between two alkyne
molecules and one carboxylic acid affording (1E,3E)-1,4-
disubstituted-1,3-dienes (Figure 53a).357a In their QM/MM
model, the metal, all atoms in the direct vicinity of the metal,
and two carbons of each phenyl were included in the QM
region, while the five methyl groups of C5Me5 and the
remaining atoms of the two phenyl rings were included in the
MM region. On the basis of the ONIOM results, they proposed
a mechanism (Figure 53b). The metallacyclic biscarbene

intermediate is the active species on the mechanism. Their
results indicate that the catalytic reaction combines alkynes and
one of the carboxylic acids to afford only one diene isomer, and
the head-to-head coupling of alkynes with concomitant

Figure 52. Proposed mechanisms for proton abstraction catalyzed by Pd complexes. Reprinted with permission from ref 366b. Copyright 2007
American Chemical Society.

Figure 53. (a) Reaction of two molecules of alkynes and one of
carboxylic acid to afford only one diene isomer, (1E,3E)-1,4-
disubstituted-1,3-dienes, catalyzed by RuCl(COD)C5Me5. (b) Pro-
posed catalytic cycle. Reprinted with permission from ref 357a.
Copyright 2003 American Chemical Society.
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formation of the three C−C, C−H, and C−O bonds is the
reason for the stereoselectivity. They evaluated the influence of
the partition between the QM and MM, where structure
optimization performed with the phenyl ring entirely in the
QM part. The two partitions, phenyl QM and vinyl QM, give
qualitatively similar relative energies and structures.
Aguado-Ullate et al.350 studied the origin of stereoinduction

in the hydroformylation of styrene catalyzed by [Rh((R,S)-
BINAPHOS)(CO)2H] complexes. In this study, two different
QM/MM partitions were tested. In both cases, styrene was
treated with the PB functional, while the remaining part was
modeled with the SYBYL force field (Figure 54). According to
their survey, the axial chirality of the phosphite and the axial
chirality of the backbone are responsible for discriminating
between the two competing equatorial-epical paths and the two
enantiomers. Their energy decomposition analysis (EDA)
indicates that the phosphite moiety at the equatorial site is
favorable for BINAPHOS ligand coordination.
The ONIOM method has been used to study the

regioselectivity and stereoselectivity of several other transi-
tion-metal homogeneous catalytic reactions. Studies of
regioselectivity have been conducted for C−H activation,367

imine boration,341 cross-coupling,368 hydroformylation,369

hydrogenation,370 hydroarylation,371 decarboxylation,342 and
H2 addition.372 Studies of stereoselectivity have been carried
out for aryl zinc addition to aldehydes,373 the Strecker reaction
and hetero-Diels−Alder reactions,374 cyclopropanation,375 and
cross-coupling.376

4.2.3. Studies of a Single Reaction Step and Transient
Intermediates. Some computational studies of transition
metal homogeneous catalysis were focused on a single reaction
step of a mechanism or a single-step catalytic process.
Matsubara et al.12 used an IMOMM(RHF:MM3) approach
to study the oxidative addition of H2 catalyzed by Pt(PR3)2 (R
= H, Me, tBu, and Ph) complexes. Final energies of the
optimized structures were calculated at the IMOMM-
(MP2:MM3) level of theory. The active part of the system
was modeled by the RHF method, while the remaining part,
specifically the −R groups, was treated by the MM3 force field.
The IMOMM optimized geometries and relative energies are
comparable with the MO(RHF) results. According to the
calculated reaction barriers, the R = −H, −Me, and −Ph
systems show early coplanar transition states, giving rise to the
cis-product. In contrast, the R = tBu system showed a relatively

Figure 54. R,S-BINAPHOS ligand and the QM/MM partitions model systems.350 Reprinted with permission from ref 350. Copyright 2012 John
Wiley & Sons.

Figure 55. (a) Intermolecular HAT by LMeFeNAd. Reprinted with permission from ref 377. Copyright 2011 American Chemical Society. (b)
Carbon−hydrogen and carbon−carbon activation catalyzed by rhodium(I) complex with PCP-type ligands. Reprinted with permission from ref 378.
Copyright 2000 American Chemical Society.
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late nonplanar transition state with a relatively high barrier,
indicating a difficult oxidative addition process.
Cowley et al.377 explored hydrogen atom transfer (HAT)

reactions catalyzed by an isolable iron(III) imido complex
(Figure 55a), LMeFeNAd (LMe = bulky β-diketiminate ligand,
2,4-bis(2,6-diiso-propylphenylimido)pentyl; Ad = 1-adaman-
tyl). In their ONIOM(B3LYP:UFF) approach, phenyl and
methyl substituents of LMe and the entire adamantyl group
except the carbon directly attached to the imido nitrogen were
in the low level. According to their proposed mechanism, HAT
occurs in an intermolecular fashion (Figure 55b). Moreover,
ONIOM(B3LYP:UFF) results suggest that the steric effects of
the hydrocarbon substrate control the selectivity.
Sundermann et al.378 compared the oxidative addition of

carbon−hydrogen and carbon−carbon bonds catalyzed by a
rhodium(I) complex with the PCP-type ligands (1,3-bis[(di-
tert-butylphosphino)methyl]-2,4,6-methylbenzene) (Figure
55b). According to their ONIOM(B3LYP:HF) calculations,
carbon−hydrogen bond activation is kinetically favorable, while
the “CC product” is thermodynamically stable. The insertion
into the C−H bond may be a reversible process, where the
hydride complex (“CH product”) 2 may be converted to a
thermodynamically stable methyl complex (“CC product”) 3.
This process occurs through a pentacoordinated transient
intermediate. Relative to the barrier for the carbon−carbon
bond activation, the carbon−hydrogen activation barrier is
higher due to the electron-withdrawing substituents at the

phosphorus atoms of the PCP ligand. Rivilla et al.379 examined
TpXAg (TpX = hydrotris(pyrazolyl)borate ligand) as active
catalysts from cross-coupling of diazo compounds. Their
B3LYP results suggest that the active intermediate of the
mechanism is a metallocarbene, LnMCH(R) where Ln = Tpx,
M = Ag, R = −H or −Ph. An ONIOM(B3LYP:MM3) method
as implemented in the SICTWO program confirms that the
electronic effects of the −Ph are very important for the stability
of the metallocarbene transient intermediate, ultimately low-
ering the barrier for the cross-coupling path. In the absence of
the electronic effect of the −Ph group, the homocoupling path
is favorable.
Apart from the above examples, several researchers have

applied ONIOM methods to the study of a single reaction step
in catalytic reactions and transient intermediates.277f,380

4.3. Polymerization Catalyzed by Transition Metal Systems

Polymerization is one of the most important processes of the
chemical industry, an example being the well-known Ziegler−
Natta process. Computational chemistry is widely used to
understand the catalytic activities, mechanisms, and selectivity
problems of polymerization reactions, and it also provides
guidelines for catalyst design. However, calculations perform
with simplified models, which do not account for the
complexity of the real polymerization systems. The ONIOM
method can be used to take into account the steric and
electronic effects on the polymerization systems from the
auxiliary ligands/solvent/cocatalysts by combining different

Figure 56. Studied ONIOM models of early d-block transition metal polymerization catalysts.
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levels of QM and MM methods. We mainly focus on important
papers that show the advantages of large ONIOM models over
small QM models in studying metal-catalyzed homopolymeri-
zation, copolymerization, and selectivity issues in polymer-
ization. The discussion is organized into sections on early d-
block, late d-block, and f-block metal catalysts.
4.3.1. Polymerization Catalyzed by Early d-Block

Metal Systems. 4.3.1.1. Homopolymerization. Early tran-
sition metal complexes are typical systems for polymerization,
for example, the well-known Ziegler−Natta and metallocene
catalysts. Figure 56 summarizes the early d-block metal systems
studied using the IMOMM and ONIOM method.
In early 1992, Kawamura-Kuribayashi et al. studied the

homogeneous olefin polymerization with a silylene-bridged
zirconocene catalyst, (SiH2Cp*2)ZrR

+ (TM1, Figure 56).50c

On the basis of QM transition state structures, molecular
mechanics (MM2) calculations were carried out to investigate
the steric effects on the regio- and stereoselectivity, involving
the alkyl substituents on olefins, the methyl or other
substituents on the Cp rings, and the model polymer chain
end. The primary insertion was found to be preferred to the
secondary insertion, which well reproduced the experimental
regioselectivity. Regarding the stereoselectivity, the computa-
tional results for the isotactic polymerization of propylene by
SiH2(CpMen)2ZrR

+ suggested that the substituents on the Cp
rings determine the conformation of the polymer chain end,
and the fixed polymer chain end conformation in turn
determines the stereochemistry of olefin insertion at the
transition state. However, the direct steric effects of the Cp
methyl groups on the olefin insertion stereochemistry are
negligibly small. Although this early study used a QM-then-MM
approach, this can be considered the seed for development of
the combined QM/MM polymerization study,381 as well as that
of the IMOMM method.10 In 2001, a systematic IMOMM-
(B3LYP:MM3) study of polymerization of ethylene catalyzed
by zirconium noncyclopentadienyl complexes (TM3, Figure
56) was reported by Vyboishchikov et al. to evaluate the effects
of ligands and bulky substituents.382 IMOMM(QM:MM)
results showed that the bulky substituents destabilized the π-

complex, resulting in a decrease of the insertion barrier by
several kcal/mol.
Xu et al. investigated the cationic-Ti (TM4, Figure 56)

catalyzed polymerization of ethylene, and the effects of their
anionic counterions.383 Their hybrid QM/MM results repro-
duced the behavior of the ion-pair system in the insertion
process, and improved upon the QM-only results. Another
system with anionic counterions, [(C6H5NCH)C4H3N]2-
CH3M-μ-MeB(C6F5)3 (M = Ti and Zr) (TM5, Figure 56)
catalyzed ethylene polymerization, was also studied by Vanka et
al. with a hybrid QM/MM method, PWB91:SYBYL/
TRIPOS5.2.381 Wondimagegn et al. used the same method to
investigate hydrogen transfer from the anionic counterion,
[MeB(C6F5)3]

−, to the methyl group of L2MMe+ (M = Ti and
Zr) (TM6, Figure 56), and suggested that it could be a
deactivation pathway in olefin polymerization.384 The influence
of the counterion [MeB(C6F5)3]

− and solvent effects on
ethylene polymerization by various single-site Ti or Zr systems
has also been studied.385

In 2005, Yang et al. studied the ethylene polymerization
catalyzed by [Cp2ZrR(μ-Me)B(C6F5)3] (TM7, Figure 56) with
a QM/MM CPMD method.386 They provided a comprehen-
sive potential energy and free energy profiles for ethylene
insertion and chain termination, taking into account the
counterion and solvent effects. They found that the free energy
profile generally has a higher barrier than the potential energy
profile due to entropic contributions. The rate-determining step
for both profiles was ethylene insertion into the Zr−CR bond,
rather than coordination of monomer. QM/MM CPMD
simulations without any constraint showed that the counter-
anion recoordinated to the metal center in less than 1 ps. Thus,
it may recombine with the metal center before the coordination
of a new monomer. In another QM/MM MD study of
counteranion effects on zirconocene-catalyzed polymerization
by Rowley et al., it was found that the β-agostic configuration
was stabilized by 1 kcal/mol with the presence of the
counteranion.387

Polymerization of propylene has also been widely studied
with the hybrid methods. Talarico et al. reported a
bis(phenoxyimine) group 4 metal complex (TM9, Figure 56)

Figure 57. Indirect control of stereoregularity with one-blocked access: determination of the conformations of the polymer chain end. Reprinted
with permission from ref 391. Copyright 1996 American Chemical Society.
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catalyzed “living” propylene polymerization with QM/MM
calculations at a two-layer level, BP86:CHARMM.388 Their
results suggested the importance of a weak attractive interaction
between the ortho-F and a close-in-space R−H of the growing
chain for the “living” propylene polymerization. Pilme et al.
reported an ONIOM(B3LYP:UFF) study of the 2,1 to 3,1
isomerization mechanism for ansa-Cp2-Zr (TM12, Figure 56)-
catalyzed polymerization of propylene.389 Champouret et al.
used an ONIOM(B3LYP:UFF) method to study the cyclo-
pentadienyl β-diketiminate-Cr (TM14, Figure 56)-catalyzed
radical polymerization of vinyl acetate,390 and found an early
transition state for the radical trapping process, with a very low
energy barrier.
4.3.1.2. Selectivity. The stereoselectivity of substituted

olefins is also an attractive topic for early transition metal-
catalyzed polymerization. In 1996, Yoshida et al. applied the
IMOMM method to extensively study the isotacticity control in
propylene polymerization with C2 symmetrical and asym-
metrical silylene-bridged group 4 metallocenes (TM2, Figure
56).391 They investigated the direct steric effects and the
indirect steric effects at the transition states on the isotacticity
of propylene polymerization. The direct steric effects are caused
by the catalyst−olefin interactions, and the indirect steric effects
are due to the catalyst−polymer and polymer−olefin
interactions. The isotactic control can be explained by an
indirect control mechanism with one-blocked access (Figure
57). They found that among group 4 bis(indenyl) and
bis(tetrahydroindenyl) complexes, titanium complexes gener-
ally perform better in isotactic propylene polymerization than
zirconium and hafnium analogs. Substituents at the 2- and 4-
positions of the indenyl-based metallocene are very important
for the control of stereoregularity. Asymmetric catalyst was
suggested to show a high isotactic control, because it can
completely allow one-blocked insertion.

An experimental and computational study of the influence of
olefin size on the stereoselectivity of the polymerization of
polypropylene and poly(1-butene) was reported by Mercandelli
et al.392 Their ONIOM(B3LYP:UFF) results suggested a site-
control mechanism operating through the chiral orientation of
the growing chain. For C2-ansa-zirconocene (TM10, Figure
56), as compared to the most stable transition state (propylene
re face), other transition states were less favored due to chain
misorientation (3.5 kcal/mol higher) or olefin misorientation
(4.5 kcal/mol higher, Figure 58). C1-ansa-zirconocene (TM11,
Figure 56) has two types of insertion: inward and outward. The
former was calculated to have high stereoselectivity, whereas
that of the latter was low. A back-skip of the growing chain was
suggested to play an important role. The stereoselectivity for
poly(1-butene) was higher due to the size of the growing chain.

4.3.1.3. Copolymerization. In 2000, Longo et al. reported a
QM/MM study on the copolymerization of Z and E isomers of
2-butene with ethylene catalyzed by C2v-, Cs-, and C2-symmetry
group 4 ansa-metallocenes calculated at the two-layer level,
BP86:CHARMM.393 As shown in Figure 59, the C2v-symmetric
catalyst showed higher reactivity for the E-butene, due to its
lower coordination ability. Regarding the stereoselectivity, the
lower energy transition state for the Cs-symmetric catalyst is the
butene insertion from the re−re enantioface. The lower energy
transition state for the C2-symmetric catalyst is the insertion
from the si−si enantioface. Longo et al. applied hybrid approach
(BP86:CHARMM) to study the copolymerization of 1,3-
butadiene with ethane catalyzed with C2-symmetric metal-
locenes (TM8, Figure 56).394 Their computational results
suggested the feasibility of a proposed cyclopropanation
mechanism, and rationalized the E stereoselectivity for 1,1
and 1,3 constitutional units.
Wang et al. carried out QM/MM calculations (BP86:SYB-

YL/TRIPOS5.2) on C1-ansa-zirconocene catalysts (TM13,
Figure 56) to study why C1-ansa-zirconocene-catalyzed

Figure 58. Transition states for the C2-ansa-zirconocene- and C1-ansa-zirconocene-catalyzed polymerization of polypropylene and poly(1-butene).
Reprinted with permission from ref 392. Copyright 2007 American Chemical Society.
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copolymerization of ethylene/propylene produces lower
molecular weight polymers than homopolymerization of
ethylene or propylene homopolymerization.395 Their study
indicated that the chain propagation was preferred over chain
transfer in ethylene homopolymerization, propylene homo-
polymerization, and propylene insertion into the polyethylene
chain. However, the two processes were competitive in
ethylene insertion into the polypropylene chain. These results
explain the order of polymer molecules in ethylene or
propylene homopolymerization and ethylene/propylene co-
polymerization. Luo et al. performed an ONIOM-
(B3LYP:UFF) study on scandium-catalyzed (TM15, Figure
56) syndiospecific copolymerization of styrene and ethylene.396

The styrene polymerization was found to proceed through 2,1-
insertion, which was both kinetically and energetically preferred
over 1,2-insertion. Styrene/ethylene copolymerization was also
explained by the calculated results. The insertion of styrene into
the chain with an ethylene end was energetically more favorable
than continuous ethylene insertion into the chain with an
ethylene end. The syndiospecific selectivity was determined by
the substituent of the ancillary ligand Cp.

4.3.1.4. Miscellaneous. Agostic interactions are very
important for polymerization. An IMOMM(B3LYP:MM3)
study of Jaffart et al. shows that TpMe2NbCl(CH2Me)(HC
CMe) is α-agostic only, whereas Tp5‑MeNbCl(CH2Me)(HC
CMe) is β-agostic only due to the lack of methyl groups at the
3-positions of the pyrazole rings.285 Zhong et al. have used
ONIOM(B3PW91/BS1:B3PW91/STO-3G) calculations to
predict model structures for active-site precursors in model
Phillips polymerization catalysts. Calculated vibrational fre-
quencies were also consistent with the experimental IR
frequencies of the CO groups.397

4.3.2. Polymerization Catalyzed by Late d-Block Metal
Systems. 4.3.2.1. Homopolymerization. Late transition metal
complexes are another typical type of systems for polymer-
ization. Some of the late d-block metal systems, studied using
the ONIOM method, are summarized in Figure 60. Froese et
al. have performed a comprehensive study of diimine−M (M =
Ni, Pd)-catalyzed ethylene polymerization with an IMOMM-
(B3LYP:MM3) method.398 As compared to the QM results on
a simplified model, calculation on the full model with ONIOM
led to a decrease in the migratory insertion activation barriers.

Figure 59. Transition states for the copolymerization of Z and E isomers of 2-butene with ethylene catalyzed by C2v-, Cs-, and C2-symmetry group 4
ansa-metallocenes. Reprinted with permission from ref 393. Copyright 2000 American Chemical Society.
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This study unambiguously indicated the importance of the
steric interactions of the substituents in the MM part, which
decrease the complexation energy. As shown in Figure 61, due
to the substituent effects, the complexation energy of ethylene
to metal center decreased by 7.5 and 1.9 kcal/mol for nickel
and palladium, respectively. As a result, the reaction barrier for
the ethylene insertion decreased from 9.9 kcal/mol (QM
model) to 3.8 kcal/mol (IMOMM model) for the Ni complex,
and from 6.2 kcal/mol (QM model) to 4.1 kcal/mol (IMOMM
mode) for the Pd complex.
In 1999, Musaev et al. presented an DFT and IMOMM-

(B3LYP:MM3) study on the mechanism of the ethylene
polymerization reaction catalyzed by diimine−M(II) (M = Ni,
Pd, and Pt) and Ti-/Zr-chelating alkoxides (Figure 60).399

They studied several elementary reactions of the ethylene
polymerization process, including chain termination/transfer
reactions, as well as the role of steric effects on the elementary
reactions. These results clearly demonstrated that the IMOMM
method allows the study of realistic models for complicated

homogeneous catalytic processes. The combination of different
levels of QM and MM can be used to take into account the
steric and electronic interactions from the auxiliary ligands,
solvent, cocatalysts, and counterions, etc., which are important
for many transition metal-catalyzed inorganic, organometallic,
and biochemical reactions. Woo et al. studied the Ni-diimine
(TM-16, Figure 60)-catalyzed polymerization of ethylene,
where the iso-propylphenyl groups and the methyl groups on
diimine were treated at the MM level, and the remaining parts
with the BP86 functional.400 They also extended the study by
combining the hybrid approach with ab initio molecular
dynamics to estimate the free energy profiles for various
processes of the Ni-diimine-catalyzed polymerization of
ethylene.400

In 2000, Chen et al.401 investigated the mechanism and the
electronic/steric effects of various substituents of the catalyst of
neutral salicylaldiminato Ni(II) complex (TM17, Figure 60)-
catalyzed ethylene polymerization. The electron-withdrawing or
-donating substituents at the 5-position of the salicylaldiminato

Figure 60. Studied ONIOM models of late d-block metal polymerization catalysts.
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ring were found to have little effect on the polymerization
mechanism. However, the electronic nature of the dative atoms
affected the potential energy surface. Bulky substituents were
found to play the most important role in increasing catalyst
activity. Khoroshun et al. applied the IMOMM(B3LYP:MM3)
method to bis(imino)pyridyl-Fe(II) systems (TM18, Figure
60) to study the dominance of different spin states in
propagation and α-hydride transfer during polymerization.402

For the first time in an IMOMM study of polymerization, a
QM region with various multiplicities was successfully
employed to analyze various electronic configurations.
IMOMM results for a model in which the bulky ortho
substituents on the Ar rings were included suggested the steric
destabilization of the axial positions. The β-hydride transfer
took place on the triplet or quintet state potential energy
surface, as it could not compete with chain propagation on the
singlet surface.
Iminophosphonamide-Ni and amidinate-Ni complex (TM19,

Figure 60)-catalyzed ethylene polymerizations were studied by
a hybrid QM/MM method as implemented in the ADF
program403 to provide insight into the polymerization behavior,
and to investigate the role of steric effects on the insertion and
chain-transfer processes. A similar bisphosphine-Rh system
(TM20, Figure 60) was reported and studied with B3PW91
and ONIOM(B3PW91:UFF) methods,404 and it was found
that the computed insertion barrier was too high for the
polymerization of ethylene at low temperatures. Recently,
ONIOM(B3LYP:UFF) was employed to study another type of
late transition metal system, the cyclophane-diimine-Ni
complex (TM19 and TM23, Figure 60).405 All of the
polymerization processes, including coordination, insertion,
and chain isomerization, etc., were studied to evaluate the steric
and electronic influence of the cyclophane ligand. They found
that this cyclophane-diimine-Ni complex has stereo and
electronic characteristics similar to that of Brookhart’s bulky
diimine-Ni catalyst.
4.3.2.2. Selectivity. In 2000, an IMOMM(QM:MM) study

of the stereoselectivity of late transition metal-catalyzed 1-
alkene polymerization was reported by Milano et al. for
Brookhart-type Ni-diimine catalysts (TM16, Figure 60).406 The
primary insertion was suggested to be controlled by the chain

end. The chiral orientation of the chain was determined by
repulsion between propylene enantiofaces. Very recently, the
regio-/stereochemistry polymerization mechanism for polymer-
ization of phenylacetylene catalyzed by a rhodium complex
(TM21, Figure 60) was reported by Ke et al. using various
computational methods, including DFT, ONIOM, and
ONIOM MD simulations.407 They found that there are
equilibriums between RhI, RhIII, and Rh-carbene types of
species during polymerization. However, the RhI insertion
mechanism is preferred over the Rh-carbene metathesis or the
RhIII insertion mechanisms (Figure 62). The origin of
regioselectivity is due to a unique π-conjugative transition
state, which is the driving force for the 2,1-inserion of
phenylacetylene. ONIOM and ONIOM-MD revealed the
conformational constraints of the parent propagation chain
for the insertion transition state. The stereoregularity is
controlled by kinetic factors, because the polymerization
adopting a cis−transoidal conformation in the propagation
chain is the most favorable for insertion. Other transition states
with cis−transoidal-mix, cis−cisoidal, or cis−cisoidal-mix con-
formations in the propagation chain have more repulsion.

4.3.2.3. Copolymerization. In addition to homopolymeriza-
tion,408 the ONIOM method has been further applied to study
late transition metal-catalyzed copolymerization reactions. The
ONIOM method was employed in a study of the
copolymerization of propylene and carbon monoxide catalyzed
by unsymmetrical phosphine−phosphite Pd(II) complexes.409

In 2001, Nozaki et al.410 employed ONIOM calculations
[ONIOM(B3LYP:MM3), ONIOM(B3LYP:HF), and
ONIOM(B3LYP:B3LYP)] to study the regioselectivity-con-
trolling factors for Pd-catalyzed alternating copolymerization of
styrene and carbon monoxide. ONIOM results suggested that
the regioselectivity was affected not only by electronic factors
but also by steric factors. Also, the 2,1-insertion was favored
electronically, whereas the 1,2-insertion was favored sterically.
Later, an ethylene/1-hexene copolymerization system catalyzed
by bisiminepyridine Fe(II) (TM18, Figure 60) was studied.411

The active site with axial conformation was found to be more
stable than that with equatorial conformation. Thus, the axial
conformer was proposed to promote polymerization. The
reaction barriers were further decomposed into QM and MM

Figure 61. Substituent effects in the diimine-Ni/Pd(II)-catalyzed ethylene polymerization reaction as described by IMOMM(QM:MM) studies.
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Figure 62. Mechanism and regio- and stereoselectivity for the Rh-catalyzed polymerization phenylacetylene found through ONIOM studies.
Reprinted with permission from ref 407. Copyright 2011 American Chemical Society.

Figure 63. QM and MM contributions for the reaction barriers of bisiminepyridineFe(II)-catalyzed ethylene/1-hexene copolymerization. Reprinted
with permission from ref 411. Copyright 2001 American Chemical Society.
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contributions. As shown in Figure 63, the MM region
contributed significantly for the bulky 1-hexene monomer. In
accordance with experimental observations, the homo ethylene
polymerization was preferred over ethylene/1-hexene copoly-
merization, which is consistent with experimental observations.
Copolymerization between ethylene and CH2CHX (X =

−Me, −CN, −COOMe, −OC(O)Me, and −Cl) by cationic,
neutral, and anionic diimine-Pd(II) active sites has also been
systematically compared by Szabo et al. using DFT and QM/
MM methods.412 Recently, an ONIOM(B3LYP:UFF) study on
the copolymerization of CO2 and cyclohexene oxide was
reported in combination with an experimental report.413 The
(S,S)-salen-Co(III) catalyst (TM24 and TM 25, Figure 60)
selectively cleaved the (S)-C−O bond of cyclohexene oxide,
which was rationalized by the interaction between (S)-C−H of
the coordinated cyclohexene oxide and the oxygen atom of an
(S)-induction agent.
4.3.2.4. Miscellaneous. To assess the accuracy of ONIOM

methods for treating bulky organonickel and organopalladium
complexes, Li et al. performed geometry optimizations with a
variety of methods.281 The ONIOM(DFT:HF) calculations
included several density functionals (B3LYP, PBEP86, B3P86,
B3PW91, BPBE, PW91PW91,BP86) and the ECP basis sets
(CEP-121G, CRENBL, LANL2DZ, LANL2DZCp, SDD,
sbkjcvdz).281 According to their survey, the best method for
the geometry optimizations is ONIOM(B3P86/LANL2DZ
+p:HF/LANL2MB).
4.3.3. Polymerization Catalyzed by f-Block Metal

Systems. ONIOM studies of f-block metal-catalyzed polymer-
ization are relatively rare. Perrin et al. have reported an
ONIOM(B3PW91:UFF) study of f-block metal systems.326

Their study found that the DFT and ONIOM(QM:MM)
results for electronic properties, geometries, and energy barriers
were very similar to each other, suggesting that steric effects
outweigh the electronic effects of the Me groups of the
cyclopentadienyl ligand.

5. APPLICATIONS TO HETEROGENEOUS CATALYSIS
Hetregeneous catalysis includes a vast number of systems,
which, depending on their specific properties, could be
modeled by means of differnt quantum-chemical or molecular
mechanics/dynamics approaches. The ONIOM method has
been successfully and widely applied in modeling covalent
bound solid-state catalysts such as zeolites and metal−oxide
surfaces. There are also a few rare examples of modeling the
catalytic preformance of metal surfaces, which are preferably
modeled using periodic boundary conditions, as ONIOM could
hardly provide a proper description of the metal bond at the
boundary region between the levels.
Zeolites are a class of aluminosilicate materials that have

micro- or mesoporous structures characterized by regular
networks of channels and cavities. They have broad applications
as catalysts, ion exchange materials, and adsorbents. They have
also shown good catalytic activity in the petrochemical industry,
specifically in fluid catalytic cracking, aromatic alkylation,
isomerization, hydrocracking, and oligomerization. The frame-
work of zeolites and zeolite-like materials (such as silicoalumi-
nophosphates and titanium silicates) is built by corner-sharing
tetrahedral TO4 structures (T = Si, Al, P, etc.). Substituting Si
with a low-valence element, such as Al, at the tetrahedral sites
results in the framework taking on excess negative charge,
which is compensated by a proton or an extra framework
cation. The proton is coordinated at one of the oxygen atoms

(which is connected to the Al center) and forms bridging
hydroxyl groups, −Al−OH−Si−. The extra framework cation is
usually located in close proximity to the Al center and forms
coordination bonds with the framework oxygen atoms. Many
experimental studies on the application of zeolites and metal
oxide surfaces as heterogeneous catalysts have been reported.
Experimental techniques such as XPS, IR, and XRD provide
information about the reactive intermediates in these catalyzed
reactions. However, many questions concerning the structure of
the adsorbed complexes, or detailed reaction mechanisms,
remain unclear or ambiguous using these techniques. If the
catalytic properties of existing materials are to be improved, and
new materials with novel qualities to be developed, knowledge
at the molecular level is required. Toward this end, theoretical
modeling has been extensively applied over the past several
decades. This modeling has allowed us to gain better
understanding regarding the structure and electronic properties
of zeolites and metal oxide materials, and what role this plays
during heterogeneous catalysis.

5.1. Theoretical Methods for Zeolites and Metal−Oxide
Surfaces

Several computational approaches have been used for studying
zeolites/zeolite-like materials and metal oxide surfaces: (i)
isolated cluster models including only the active center (defect,
hydroxyl group, extra framework cation, etc.) and its immediate
surroundings at the same computational level; (ii) embedded
cluster models, which model the active center with a high
computational level and a larger part of the lattice with a low
computational level; and (iii) models using periodic boundary
conditions (PBC). In the following discussion, the standard
notation of zeolite models is used, that is, nT/mT, where n/m
corresponds to the number of TO4 units included in the high/
low-level part of the ONIOM calculation.

5.1.1. Isolated Cluster Models. In the isolated (con-
strained) cluster models, a small model containing the active
center is cut out from the surface/bulk of the catalyst. It is
assumed that interactions are localized in the vicinity of this
active site; thus all long-range interactions are neglected. The
model system is treated at a high QM level, and the atoms at
the edge of the model are kept fixed to their crystallographic
positions. This approach is acceptable so long as the zeolite
framework effect on the active site and the subsequent
properties/processes are negligible.

5.1.2. Embedded Cluster Models. The zeolite framework
can play a significant role in altering reaction mechanisms, and
because of this computational approaches must include it in
some way. In the embedded cluster approach, the active site is
embedded in a larger cluster of the material, which is usually
treated with MM or a relatively cheap QM method. This
approach provides a realistic description of the structure,
properties, and catalytic performance of zeolites and zeolite-like
materials by taking into account the effect of the material
framework with low computational cost. Papayannis et al.414

demonstrated that, as compared to the isolated 3T model, the
use of a 3T/12T ONIOM(B3LYP:UFF) model substantially
decreases the activation barriers and increases the energy
difference in the conversion reactions of ethyl chloride on an
acidic zeolite cluster. In a similar vein, Solans-Monfort et al.415

compared adsorption of NH3 in acidic chabazite using a 5T
isolated cluster model, a 12T/48T embedded cluster with
ONIOM(B3LYP:LL) (LL = MNDO, AM1, or HF), and a PBC
model. The 5T cluster model failed to describe the adsorption
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of NH3 in chabazite (Figure 64). On the other hand, the 12T/
48T embedded cluster and PBC models provided structures, in
which the adsorption energy was close to experimental data. A
comparative study of proton transfer in zeolite with isolated
and embedded cluster models showed that geometry
convergence in embedded cluster models requires fewer
optimization cycles than in isolated models, and embedded
cluster models speed up the optimization procedure by a factor
of 3.416

The accuracy of any ONIOM embedded cluster model
depends on both the proper combination of computational
methods for the high- and low-level regions and the size of the
embedded clusters (model system). Li et al.417 performed a
series of simulations of pure Si and Al-containing MCM-22
models using ONIOM with B3LYP/6-31G(d) as the high-level
method, and AM1, PM3, MNDO, HF/3-21G(d) as the low-
level method. The structural data were compared to full
B3LYP/6-31G(d) optimized geometries. The performance of
the ONIOM models improved in order of AM1 < PM3 <
MNDO < HF/3-21G(d) < B3LYP/6-31G(d). Considering
their relative computational costs, it was suggested that MNDO
was the optimal low-level method in this system. NH3

adsorption energies in acidic chabazite depended on the low-
level method in ONIOM (12T/48T model), varying between
−28.9 and −35.0 kcal/mol (the lowest value corresponding to
AM1 and the highest to HF).415 The ONIOM(B3LYP:HF)
results are consistent with the value obtained using the PBC
model, −36.9 kcal/mol.
The universal force field (UFF)418 is often used as the low-

level method (Table 3) in models of zeolite adsorption, and has
been reported to provide an acceptable description of the van
der Waals (vdW) interactions between adsorbates and the
zeolite framework.419 The influence of vdW interactions for
adsorption is of critical importance, especially in the case of
large adsorbates. Boekfa et al.419a found that the vdW
contribution accounts for about 50% of the adsorption energy
of L-alanine to ZSM-5. In the case of the smaller glycine
molecule, this contribution is estimated to be 20−30%. On the
other hand, dispersion contributions to the adsorption energy
can be considered via a single-point energy calculation. Single-
point energy estimation at ONIOM(B3LYP/6-311+G-
(2d,p):B3LYP/6-31G(d)) and ONIOM(M05-2X/6-311+G-
(2d,p):M05-2X/6-31G(d)) on the ONIOM(B3LYP/6-311G-
(d,p):UFF) optimized geometries revealed that the M05-2X
functional provided better results as compared to B3LYP.420

Several other “non-classical” ONIOM approaches have been
used for modeling covalently bound zeolite-like materials. For
example, by applying the SCREEP (the surface charge
representation of the electrostatic embedding potential) surface
to the ONIOM scheme,419c,421,423 the Madelung potential field
of the zeolite lattice is represented by a set of finite point
charges. This allows the local electrostatic interactions around
the site of interest to be understood. Maihom et al.421 found
that the SCREEP embedded ONIOM method (Figure 65) is
better in describing the stabilization of transition structures and
adsorption complexes, as compared to classical ONIOM
models. Recently, the Xu group180j,181,422 proposed a new
eXtended ONIOM scheme (XO) by combining the fragmenta-
tion method424 with ONIOM to deal with large active center
model (Figure 66 and section 2.3.2). Benchmark studies on
zeolites, polypeptides, and cyclodextrins (CDs) have been
performed to validate this XO scheme.181 Other hybrid QM/
MM approaches for modeling zeolites and related covalent
oxides have also been developed, such as the DFT/MM
covEPE approach (covalent elastic polarizable environment) of
Rösch et al.,101,425 and the QM-pot scheme of Sauer and co-
workers.40,79 The former is based on the pseudo atom approach
and force fields developed specifically for describing the oxide
framework surrounding the QM model, while the latter is
similar to the traditional ONIOM scheme, and uses hydrogen
as link atoms between the high and low levels.

5.1.3. Periodic Boundary Condition Models. Zeolites,
metal oxides, and metal-/covalent-organic framework (MOFs/
COFs) materials have a well-defined crystal structure. Modeling
the structure of these systems, and processes occurring on their
surfaces, or within their channels/cages, are naturally amenable
to first-principle simulations with periodic boundary conditions.
A number of investigations using this approach have been
reported.426 Uzunova et a l . compared 6T/100T
ONIOM(B3LYP:UFF) and PBC (PBE functional) models
for clinoptilolite.426b Some discrepancies in both the Al position
and the exchanged cation positions were observed using these
models. The ONIOM method was ultimately preferred over
the PBC method for modeling the position of the exchanged
cations, because too small value of the lattice c-parameter (∼7.4

Figure 64. NH3−HZ (Z = chabazite) optimized structures using three
different approaches. 5T cluster model producing two structures (top
two panels); PBC and 12T/48T embedded cluster approaches
(middle and bottom panels) giving similar adsorption structures.
Reprinted with permission from ref 415. Copyright 2010 American
Chemical Society.
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Å) in the PBC calculations leads to artificially close cation−
cation distances in one of the channels of the zeolite
framework.
5.2. Characterization of Zeolites and Metal−Oxide Surfaces

5.2.1. Modeling the Structure. Experimental techniques
can provide direct structural information for zeolites and
metal−oxide surfaces. For example, X-ray-based approaches
provide information on the crystal structure of the materials
and, in some cases, detailed information about metal active
centers and their immediate surroundings. FTIR of adsorbed

inorganic/organic molecules allows better characterization of
the active centers and their adsorption properties. However, the
interpretation of the experimental data may be rather
sophisticated. Theoretical simulations can be successfully
applied for explaining or even predicting the structure and
properties of these heterogeneous catalysts.
Erbetta et al.427 used ONIOM(B3LYP:MNDO) for model-

ing point defects in Si-containing materials such as SiO2, Si3N4,
and Si2N2O. As expected, the reliability of the ONIOM scheme
depended on the size of the QM model and the methods in the
computational scheme. In the case of nondefective materials,

Table 3. ONIOM Examples of Reactions Catalyzed by Acidic Centers in Zeolites

zeolite Al site reaction model/method refs

ZSM-5 T12 H-exchange for ethene, benzene, ethylbenzene, and
pyridine

5T/34T, ONIOM(MP2:M06-2X), ONIOM(MP2:B3LYP),
ONIOM(MP2:HF), ONIOM(MP2:UFF)

423a

MOR T4 in 12-MR,
T3 in 8-MR

olefins protonation reactions 8T/112T for 12-MR, 8T/76T for 8-MR, B3LYP+D//
ONIOM(B3LYP:MNDO)

450e

ZSM-5 T12 ethene methylation 34T/128T, ONIOM(B3LYP:UFF) and ONIOM(M06-
2X:UFF)a

419c

H-β T1 tert-butylation of phenol 14T/116T, ONIOM(B3LYP:UFF) 447b
ZSM-5 T12 methylation of 2-methylnaphthalene 12T/128T B3LYP∥ONIOM(B3LYP:UFF) 447c
ZSM-5 T12 toluene methylation 12T/128T, ONIOM(B3LYP:UFF) 447a
FER T2 1-butene isomerization 5T/37T, ONIOM(MP2:M08-HX) 448c
ZSM-5 T11 1-hexene isomerization 3T/54T, ONIOM(B3LYP:UFF) 448a
MOR
FAU

T2
T2

ring-shift isomerization of sym-
octahydrophenanthrene to sym-
octahydroanthracene

14T/120T, 14T/140T, ONIOM(B3LYP:UFF) 448b

ZSM-5 T12 thiophene cracking 5T/56T, ONIOM(B3LYP:UFF) 420
ZSM-5 T12 1-hexene cracking 10T/88T, ONIOM(B3LYP:UFF) 449
−b −b ethyl chloride conversion 3T/12T, ONIOM(B3LYP:UFF) 414
FAU benzyl alcohol interaction with dimethyl carbonate 3T/36T, ONIOM(B3LYP:PM3); ONIOM(B3LYP:UFF) 450a
ZSM-5
SSZ-13
ZSM-22

ethylene dimerization 8T/72T, 8T/74T, 8T/66T, ONIOM(B3LYP:MNDO) 446

ZSM-5 ethanol conversion in hydrocarbonsc 58T (only organic species treated at QM),
ONIOM(B3LYP:PM6)

450b

ZSM-5 T12 furan to benzofuran 11T/132T, ONIOM(B3LYP:UFF) 450d
H-β T5 methanol to propene conversion 16T/188T, ONIOM(M06-2X:UFF)d 450c
ZSM-5
MOR

T12
T2

propylene glycol dehydration 5T/52T, 5T/68T, ONIOM(B3LYP:AM1) 451

aThe Madelung potential of the zeolite framework was also considered by applying the SCREEP method. bThe model used in the study, 3T/12T (a
rather modest one), could represent any type of zeolite framework with 12T rings. cThe reaction mechanism is not modeled; only the structure and
relative stability of different deposits on the zeolite support are considered. dPart of the QM region (8T) is treated with the same DFT method, but
applying a lower basis set. Thus, the computational scheme is ONIOM(M06-2X/6-31G(d,p):M06-2X/3-21G:UFF).

Figure 65. SCREEP embedded 12T/128T ONIOM model of H-
ZSM-5 zeolite. Reprinted with permission from ref 421. Copyright
2010 American Chemical Society.

Figure 66. Comparative schematic representation of (a) ONIOM2
and (b) XO2.180j,181,422 Reprinted with permission from ref 180j.
Copyright 2010 Elsevier B.V.
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benchmark calculations using AM1 as the low-level method
produced Si−O distances that were ca. 0.1 Å longer than
experimental values.
Two- and three-layer ONIOM methods have been used to

model the structure of MCM-22, to determine the positions of
Al3+ in the framework of Na-MCM-22, and to determine the
strength of Brønsted acid sites in the corresponding H-MCM-
22 analogue.417 Depending on the positions of Al3+ (8
inequivalent crystallographic positions are distinguished in
MCM-22, Figure 67), several different 19−27T/72−116T
cluster models of the system were optimized using
ONIOM(B3LYP:MNDO). For the H-MCM-22 analogue,
three-layer ONIOM(B3LYP:HF:MNDO) 8T/21−24T/80−
94T models were considered with the aim of obtaining a
better description of potential hydrogen bonding between the
proton and framework oxygen centers. Several benchmark
ONIOM calculations were also performed toward tuning the
computational scheme with respect to the high/low-level
combination and the core/lattice cluster size. For Al3+, the
T1 crystallographic position was preferable, resulting in an
intensive absorption band at 3628 ± 6 cm−1 in the OH-region
in the H-MCM-22 IR spectrum. Proton coordination at O13
and O12 (Al@T3) and O7 (Al@T4) was responsible for the
bands at 3597 ± 4, 3574 ± 3, and 3592 ± 4 cm−1, respectively,
and matched closely to experimental bands at 3600 and 3575
cm−1, respectively. H-bonded O−H groups exhibited stretching
vibration frequencies in the range from 3401 ± 1 to 2575 ± 6
cm−1, which accounted for the broad absorbance band at 3375
cm−1 in the experimental IR spectrum. Brønsted acidity of
zeolite hydroxyls was estimated via adsorption energies of N2
and CO at the isolated bridging OH species. The protons in the
vicinity of Al@T3 and Al@T4 were predicted to have stronger
Brønsted acidity with respect to protons close to Al@T1.

ONIOM(B3LYP/LanL2DZ:B3LYP/LanL2MB)//
ONIOM(B3LYP/LanL2DZ:UFF) was used to estimate the
relative stability of Ti sites in MFI zeolite.428 Theoretically, T9
and T10 were the most stable sites for Ti substitution followed
by T12 and T1. The energy difference between the most stable
Ti@T9 structure and the Ti@T12 structure was about 80 kJ/
mol. The model used included all 12T crystallographic sites in a
12-membered ring of MFI structure. However, only the TiO4
tetrahedron structure was included in the QM part; MM atoms
were kept fixed to their crystallographic positions. Because a
basic relaxation of the lattice was not performed, these results
may not show a proper response of the zeolite framework
following Ti substitution.
12T/56T model of ZSM-5 has been used to model the

structure and properties of lanthanum (La) species in La-
modified ZSM-5 zeolites at ONIOM(B3LYP:UFF).429 Lantha-
num cation forms a positively charged dihydroxide structure,
La(OH)2

+, and is located preferably close to T11 sites. In this
position, weak hydrogen bonds are formed between La(OH)2

+

and the oxygen atoms in the zeolite framework.
5.2.2. Adsorption of Probe Molecules. FTIR spectros-

copy of adsorbed probe molecules is among the most powerful
techniques for characterizing active species in zeolites/zeolite-
like materials and metal−oxides surface.430 Theoretical
modeling of the stability and vibrational frequencies of
adsorption complexes with such probe molecules enables the
active species in zeolites to be defined through comparison with
available experimental data.
The interactions between five probe molecules (pyridine,

trimethylphosphine, water, ammonia, and acetone) and M4+-
doped 5T/17T MFI zeolite models (M = Ti, Zr, Ge, Sn, and
Pb) have been investigated using ONIOM(B3LYP/6-311G-
(d,p):B3LYP/3-21G) (with the LanL2TZ(f) ECPs for Ti, Zr

Figure 67. Schemes of MCM-22 zeolite structure with eight crystallographically inequivalent T sites and the possible location of extra framework
Na+−12-MR supercage, intralayer 10-MR sinusoidal channels (10S), 10-MR crossing windows (10C), or pore openings between layers and
hexagonal prisms between supercages. Reprinted with permission from ref 417a. Copyright 2010 Elsevier B.V.
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and LanL2DZ(d,p) ECPs for Ge, Sn, Pb) to estimate and to
compare the Lewis and Brønsted acidities of the modified MFI
structure.431 Lewis acidity increased in order of Silicalite-1 < Ge
< Ti < Pb < Sn < Zr, which was in agreement with available
experimental data.
NO and CO interaction with the active site of H-ZSM-5

zeolite-supported Pd catalysts (7T/93T cluster model) has
been modeled using ONIOM(B3LYP:UFF).432 B3LYP calcu-
lations with a 7T isolated cluster model have also been
performed, and the results of these two approaches have been
compared. The adsorption of NO and CO on Pd-H-ZSM-5 was
found to be energetically favorable, with calculated adsorption
energies of −32.3 and −46.9 kcal/mol, respectively. The
simulated vibrational frequencies for NO (1835.5 cm−1) and
CO (2138.3 cm−1) in the zeolite complexes were in good
agreement with available experimental data (1876 cm−1 for Pd0-
NO/H-ZSM-5 and 2110 cm−1 for Pd0-CO/NaY, respectively).
ONIOM(B3LYP:UFF) has been used to investigate the

structure and properties of one or two Au atoms433 or a single
Ga atom434 supported on a 6T/126T (containing 506 atoms)
model of SAPO-11 zeolite (silicoaluminophospate molecular
sieve). ONIOM results showed that Au supported on SAPO-
11433b interacted strongly with CO; the adsorption energies in
the CO-Au/SAPO-11 and (CO)2-Au2/SAPO-11 complexes
were −41.0 and −29.7 kcal/mol, respectively. Au can also
catalyze thiophene hydrogenation to 2,5-dihydrothiophene or
2-butene.433a Ga-exchanged SAPO-11434 has been modeled
mainly as a potential DeSOx catalyst, because it exhibits a good
adsorption affinity for SO.
NO adsorption on mono- and binuclear Cu(I) and Cu(II)

centers in SAPO-34 (chabazite type structure) and faujasite
(FAU) has been modeled at the ONIOM(B3LYP:PM6) level

with a 6T/48T cluster model with the aim of analyzing the
reactivity of the cationic centers in these zeolites.426c The
structural parameters of the optimized models reproduced the
experimental data. NO binding to the binuclear Cu−O−Cu
was found stronger as compared to binding to the isolated
Cu(I) species. The dissociation energy for the Cu−O−
Cu(NO) complex was computed to be 144.5 kJ/mol.
The adsorption energies and vibrational frequencies of small

inorganic molecules including NOx,
435 SO2,

435 and CO436 on
Aun

+/MOR (n = 1, 3) have been modeled using
ONIOM(B3LYP:UFF). A benchmark of several ONIOM
schemes was performed by using different combinations of
QM cluster size and computational levels (Figure 68).436

Irrespective of the particular ONIOM scheme, the gold atom in
the T4 site was slightly more stable than that of the T1 site by
at least 5 kcal/mol, with the precise adsorption energy
depending on the level of theory employed. While the choice
of both the low-level method and the QM cluster size affected
the energy difference between these two sites, the trend
remained unchanged. Vibrational frequencies for CO adsorbed
at the OH group in the protonated form of mordenite (MOR)
with Al3+ at T1 and T4 positions were 2177 and 2185 cm−1,
respectively, and this was in good agreement with experimental
data (2171 and 2180 cm−1, respectively) for CO/MOR at low
coverage. On the basis of these theoretical results, the
frequencies below 2149 cm−1 arise from CO molecules
adsorbed on Au3

+ clusters, while those above 2150 cm−1 are
attributed to the polycarbonyls at the Au+ cation.
ONIOM(B3LYP:UFF) in conjunction with a 10T/96T

cluster model of BaNaY zeolite has been used to determine
the intermediates/products of nitromethane, aci-nitromethane,
acetic acid, CH2COOH, HNO3, HNO2, H2O, and

Figure 68. T1 site in MOR in several ONIOM models of the zeolite structure: (a) 10T/52T/202T at ONIOM(B3LYP:PM6:UFF), (b) 10T/254T
at ONIOM(B3LYP:UFF), and (c) 25T/239T at ONIOM(B3LYP:UFF). Reprinted with permission from ref 436. Copyright 2010 American
Chemical Society.
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O2NCH2COOH dissociative adsorption and reduction.437 It
was found that the stability of the intermediates is affected by
both the Al3+ arrangements around the active sites and the
acidity of the adsorbate molecules.
Adsorption of different organic molecules and possible

intermediates has also been modeled and compared to available
experimental data. Fang et al.438 used ONIOM(M06-2X:AM1)
to model the stability of carbenium ionic intermediates in
different zeolite frameworks: H-ZSM-5, H-Y, and H-β,
represented by 8T/72T, 8T/84T, and 8T/80T models,
respectively. According to these simulations, the carbenium
ions could form ion pairs, alkoxy species, and π-complexes in
the zeolite framework. As a common trend, ion pair structures
were found to be more stable than the corresponding π-
complexes and alkoxy species; this is due to the electrostatic
stabilization of the ion pair structure and/or steric constraint
destabilization in the other two cases. As compared to the H-
ZSM-5 zeolite, H-Y and H-β structures exhibited a much higher
capacity for accommodating the bulkier adsorbates.
In a similar vein, the interaction of two amino acids, glycine

and L-alanine, with the 12T/128T fragment of H-ZSM-5 zeolite
w a s m o d e l e d u s i n g ON I OM (M P 2 : U F F ) / /
ONIOM(B3LYP:UFF).419a The most stable adsorption com-
plexes corresponded to ion pair structures formed via proton
transfer from the zeolite framework to the organic adsorbates,
with adsorption energies of −31.3 kcal/mol (glycine) and
−34.8 kcal/mol (L-alanine). Adsorption complexes could also
be formed via H-bonding through the carbonyl and hydroxyl
groups of the amino acids. Such structures were 5 kcal/mol less
stable than the ion pair adsorption complexes. The same
ONIOM scheme has been successfully applied for modeling the
adsorption of light alkanes on mordenite (14T/120T, Al@T1)
and faujazite (14T/120T, Al@T2). Calculated adsorption
energies of ethane, propane, and n-butane were in very good
agreement with the available experimental data.419b

Adsorption of ethylene at several divalent d-element (Fe2+,
Co2+, Ni2+, Cu2+, and Pd2+) extra-framework cations, and at
monovalent cations (Cu+, Ni+, and Pd+) in the pores of
clinoptilolite, has been modeled with ONIOM(B3LYP:UFF)
and 10−16T/76−100T models of the zeolite lattice.426a The
adsorption of ethylene was accompanied by the activation of
both CC and C−H bonds, as the C−C distance was
significantly elongated at the monovalent active sites (Cu+, Ni+,
and Pd+) by up to 0.069 Å. Adsorption of a series of alcohols
and nitriles on ZSM-5 has been modeled using several different
DFT-based methods with different models of the system
(cluster model representation and periodic boundary con-
ditions).426d ONIOM(B3LYP:MNDO) with an 8T/46T
extended cluster model gave results very similar to those
obtained using PBC models. The efficacy of ONIOM for
modeling the adsorption process was demonstrated further by
comparing the calculated frequencies of the zeolite acid sites
and the adsorbate functional groups with the experimental IR
data.
Several studies of probe molecule adsorption on metal/

metal−oxide surfaces have also been reported in the literature.
The first benchmark study of ONIOM in modeling metal
surfaces was reported by Tang et al.,439 who employed
ONIOM3(B3LYP/6-31G*:B3LYP/6-31G:LL) and ONIOM2-
(B3LYP/6-31G:LL) (LL = AM1, or HF/6-31G), to model two
representative clusters Li21(12,9)H and Li45(24,21)H, respec-
tively. These systems were designed to simulate the adsorption
of H on the 4-fold hollow site of Li(110). These two- and

three-layer ONIOM schemes are depicted in Figure 69a−c,
respectively. As compared to full DFT calculations, the
ONIOM method was both economical and reliable in modeling
the metal surface. It was found that an appropriate high-level
method, which includes electron correlation to describe the first
nearest neighbor metal atoms around the adsorption site, was
critical for accurate adsorption energies.
The adsorption of NH3 at the isolated hydroxyl group of the

silica surface was studied using an octahydrosilasesquioxane
cluster model.440 It was found that ONIOM(B3LYP:HF)

reproduces well the structure and properties of the adsorbed
NH3 complexes on the silica surface. Similarly, the adsorption
of water, acetate, and acetic acid on the tetrahedral and
octahedral surfaces of clay minerals,441 chemadsorption of small
molecules (H2, CO, CO2, H2O, and NH3) on ZnO surface,442

and the electronic properties and distribution of active sites on
Au(100) surface443 have been investigated using ONIOM with

Figure 69. (a) Top and side views of small model system Li5(4,1)H,
(b) top view of intermediate system Li21(12,9)H, and (c) top view of
real system Li45(24,21)H. (For Lim+n(m,n), m and n represent the
numbers of Li atoms in the top and subsurface layers, respectively.)
Reprinted with permission from ref 439. Copyright 2000 Elsevier B.V.

Figure 70. ONIOM2 scheme of real Mg(001)/CO and model
Mg9O9/CO systems. Reprinted with permission from ref 444.
Copyright 2002 Elsevier B.V.
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large cluster models. In these studies, the ONIOM approaches
were comparable with full-DFT or PBC results, and showed
acceptable agreement with available experimental data. The size
of the ONIOM layers and the theoretical level of each layer
have also been discussed in detail, and these two aspects are
very important for reproduction of the structure and properties
of adsorbed molecules and the underlying surfaces.
Instead of using a large cluster model, Ugliengo et al. have

investigated CO adsorption on MgO(111) using ONIOM-
(MP2:B3LYP) approach (Figure 70).444 The CO binding
energy was estimated to be 12.7 kJ/mol, which was in good
agreement with the experimental value, 13.5 kJ/mol. Similarly,
CO adsorption and dissociative chemisorption of H2O on
(110) and (101) tetragonal zirconia surfaces was studied with
ONIOM(B3LYP:UFF).445 These studies demonstrate that the
ONIOM method is a powerful and economical tool to
investigate the structural and thermodynamics properties of
surfaces.
5.3. Reaction Mechanisms in Zeolites and Similar Materials

Theoretical modeling has been successful in modeling reaction
mechanisms involving small molecules in zeolites and other
similar materials, and has enabled better understanding of their
catalytic performances including detailed information regarding
the reaction active sites. Usually two main types of active
centers are used in zeolites or related oxide materials, the
Brønsted acid centers (which enable isomerization, cracking,
conversions, methylations, etc.) and exchanged cations.
Table 3 lists examples of ONIOM calculations using

embedded cluster models to model reactions catalyzed by
OH groups in the zeolite pores and channels. These reactions
include protonation of organic species or hydrogen exchange
with the zeolite framework,423a,446 alkylation reactions,419c,447

isomerization,448 cracking,420,449 conversion reactions,414,446,450

and dehydration.451 Acidity of the zeolite OH centers can be
controlled by substituting Al with other elements like B and Ga,
forming isomorphous structures.447b,c,448b,452 Such structural
modification has been theoretically investigated in the case of

H-ZSM-5, with the acidity being estimated by calculating
proton affinity values, OH stretching mode, and NH3
adsorption energy.452 The theoretically predicted trend, B-
ZSM-5 < Ga-ZSM-5 < Al-ZSM-5, is in good agreement with
experimental observations. The importance of the Brønsted
acid site strength was demonstrated on the example of ring-shift
isomerization of sym-octahydrophenanthrene to sym-octahy-
droanthracene, which depends on both the acid strength and
the framework pore structure.448b Therefore, the strength of the
Brønsted acid site decreases in the order of Al−H-MOR >
Ga−H-MOR > B−H-MOR. The weak acidity of B−H-MOR
slows the reaction and decreases the catalytic activity of the
zeolite.

Fermann et al.416 have applied ONIOM(B3LYP:UFF) to
model proton transfer in H-Y zeolite between the O1 and O4
oxygen atoms (Figure 71). To determine the dependence of
the results on the size of the simulation model, these
simulations varied the model size of both the embedded QM
cluster and the full system. The QM cluster was enlarged from
3T to 22T, while the total size of the system was varied in the
range of 23T (7 Å)−439T (19.9 Å). The size of the QM cluster
was found to be critical for proper estimation of the reaction
energy. The proton transfer energy of a small QM cluster
consisting of only 3T/166T was only 1.8 kJ/mol. Increasing the
QM region to 8T/166T gave rise to a higher reaction energy,
15.4 kJ/mol; that is, the proton transfer was sensitive to the
atoms within about 5 Å of the reaction center. The activation
energy of the process for 8T cluster embedded in 166T was
139.2 kJ/mol, and this is in agreement with the computational
results of Sierka et al., who used the QM-pot approach to
model the same reaction and reported a value of 100 kJ/
mol.40,453

A t h e o r e t i c a l s t u d y u s i n g B 3 L Y P - D / /
ONIOM(B3LYP:MNDO) and an 8T/(112/76)T model of
MOR has shown that the protonation of organic molecules
depends on the pore confinement and the acid site strength.446

Thus, for organic species smaller than the pore dimensions, for
instance, ethylene in the 12-membered ring (12-MR) of MOR,
the acid strength of the zeolite plays a key role in the
protonation process. If the molecule fits well in the channel of
the catalyst like propene in 8-MR channels, the effect of the
pore confinement is predominant and compensates the weak
acid strength in this channel. For bulkier organic molecules,
however, steric repulsion in narrow channels destabilizes the
system, and the protonation of such species selectively occurs
only in 12-MR channels.
ONIOM(B3LYP:UFF) was successfully applied in modeling

hydrogen reverse spillover on a tetrahedral Pd4 cluster
supported on a 6T/60T model of FAU zeolite.454 The metal
cluster was oriented with its base toward the 6T ring, and
coordinated to the three O atoms oriented toward the center of
the ring. A single hydrogen transfer from the zeolite to the
metal cluster was observed to be an exothermic process, leading
to the formation of stable Pd4H species. The energy released in
this process depends on the Al content in the zeolite
framework. For instance, in the case of a high Si:Al ratio, the
energy is above −60 kJ/mol, while high concentration of
aluminum decreases the reaction energy to about −30 kJ/mol.
In the case of zeolite structures with higher aluminum content,
the stepwise transfer of the second or third proton is
unfavorable.
The mechanism of dimethyl ether hydrolysis to methanol on

amine-doped ZSM-5 (12T/128T model)455 has been modeled
at the ONIOM(M06:UFF) level. Two types of active centers
were considered: zeolite hydroxyl groups and protonated/
nonprotonated amine sites, formed via the doping procedure.
Computational results provided the information required to
predict the catalytic behavior of the modified zeolite materials.
The hydroxyl active site showed the best catalytic performance
for dimethyl ether hydrolysis, while the protonated amine site
was considered to be inactive due to the very high activation
barriers. Interestingly, the nonprotonated NH group favored
the demethylation step in a stepwise mechanism. The formed
methylammonium surface intermediate, however, was rather
stable and blocked the active site.

Figure 71. H-Y zeolite models applied in ONIOM calculations of
proton transfer from O1 to O4 (labeled as O(1) and O(4)) using (a)
8T/53T, (b) 11T/53T, and (c) 16T/53T models. Reprinted with
permission from ref 416. Copyright 2005 American Chemical Society.
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Nie et al.447 have applied ONIOM(B3LYP:UFF) to several
alkylation reactions on H-β and ZSM-5 zeolites using 14T/
116T and 12T/128T embedded cluster models. tert-Butylation
of phenol in H-β447b undergoes as a concerted reaction,
requiring coadsorption of the interacting species. For the
methylation of 2-methylnaphthalene in ZSM-5,447c the stepwise
path is kinetically favorable, where the methanol dehydration is
the rate-limiting step, with a rather high activation energy of
41.6 kcal/mol.
ONIOM(M06-2X:PM6) with 12T/41T model of titanium

silicalite-1 (TS-1) has been applied in modeling the hydroxyl-
amine mechanism of cyclohexanone ammoximation.456 The
active species for the catalytic activity is Ti-OOH, and the
reaction proceeds in a stepwise manner: catalytic oxidation of
NH3 molecule at Ti−OOH followed by noncatalyzed
oximation of cyclohexanone outside the zeolite.
ONIOM(B3LYP:UFF) calculations suggest that Mg2+

exchanged Y zeolite catalyzes the carbonyl-ene reaction
between formaldehyde and propylene.457 The observed
catalytic effect was rationalized by the stabilization of the
formaldehyde/propylene coadsorption complex. The estimated
reaction barrier in Mg-Y is 15.4 kcal/mol, and this is lower than
that in Na-FAU,458 25.1 kcal/mol.
5.4. Other Heterogeneous Catalysts

Theoretical simulation is among the most powerful tools to
explore reaction mechanisms catalyzed by metal/metal-oxide
surfaces and related materials. As for zeolites, discussed above,
the selection of the methods and model is critical if reaction
mechanisms are to be understood reliably. Four- and five-

coordinated Mo(VI) methylidene species, supported on fully
hydroxylated and partially dehydroxylated silica surface, and
their catalytic activity in ethylene metathesis were modeled at
the ONIOM(B3LYP:HF) level.459 The results show that four-
coordinated Mo species supported on dehydroxylated surface

are more active than the centers on fully hydroxylated surface.
The barrier of the first step, ethylene cycloaddition to the active
molybdenum center in the former case, is only 5 kJ/mol, which
is 25 kJ/mol lower than that on the fully hydroxylated surface.
On the other hand, five-coordinated Mo alkylidene sites are
inactive in ethylene metathesis at low or moderate temper-
atures, because the barrier for ethylene cycloaddition exceeds
100 kJ/mol. On the basis of comparison between simulated and

Figure 72. Potential energy surfaces of ethene metathesis at the four-coordinate Mo(VI) methylidene center on (a) fully hydroxylated and (b)
partially dehydroxylated silica surfaces. Energies are in kJ/mol. Reprinted with permission from ref 459b. Copyright 2007 American Chemical
Society.

Figure 73. Schematic representation of ONIOM models used for
modeling H2 and H2O dissociation on ZnO surface: (a) (ZnO)1/
(ZnO)3, (b) (ZnO)3/(ZnO)9, and (c) (ZnO)3/(ZnO)6 layer
configurations with n and m in (ZnO)n/(ZnO)m corresponding to
ZnO units in the high- and low-level layers, respectively. Reprinted
with permission from ref 460. Copyright 2012 Wiley Periodicals, Inc.
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experimental IR data, it was concluded that the four-
coordinated Mo(VI) alkylidene species and the corresponding
square pyramidal molybdacyclobutane forms are formed in
experimental conditions (Figure 72).
ONIOM(CCSD:RHF:UFF) has been used to model H2 and

H2O dissociation on ZnO.460 Benchmark calculations with
three models of the system (Figure 73), differing in the size of
the inner and intermediate layers, suggest that the partitioning
of the system and the size of the sublayers are the main
influences over the energetics. The active centers were studied
by employing a high-level method including the electronic
correlation and polarization function (CCSD/6-31G*) to deal
with the dissociation of H2 and H2O molecules.
Halls and Raghavachari461 performed ONIOM(B3LYP/6-

31G**:B3LYP/STO-3G) calculations to study the chemical
reactions of H2O and Al(CH3)3 on H/Si(111) surface.
According to this study, a cluster model with sufficient size
must be selected for investigating surface-catalyzed chemical
reactions. Liu et al.462 investigated the adsorption and
dissociation channels of H2O molecule on C-terminated
SiC(001) surface with ONIOM(B3PW91:AM1:UFF). They
established the adsorption preference and the dissociation
pathways of H2O molecule. ONIOM(B3LYP:HF) scheme was
applied to study the activation barrier of the photon irradiation
of benzene and chlorobenzene on Si(111) surface. The
favorable reaction pathways obtained by the theoretical
calculation explain experimental observations.463

ONIOM has been successfully applied in studying the
adsorption of small molecules in metal or covalent organic
framework materials (MOF and COF, respectfully).464 CO2
and CO adsorption on ZIF has been modeled by Hou et al.,464a

who employed ONIOM(B3LYP:UFF). ZIFs represent a
subfamily of MOFs built by MN4 tetrahedral clusters, where
M = Co, Cu, Zn, etc., and N corresponds to N atoms from an
imidazolate linker. These materials have similar functionality to
MOFs, but have higher chemical stability and greater structural
diversity. They are usually utilized as gas capture materials. This
theoretical investigation demonstrated that the functional
groups of the imidazolate linkers have a significant effect on
CO2 uptake capacity of the material. CO2 adsorption efficiency
increases in the presence of electron-withdrawing groups, due
to stronger interaction between the CO2 adsorbate and the H
atoms of the linker.
Another interesting feature of COF and MOF materials is

hydrogen uptake capacity. The adsorption of multiple H2
molecules in Li-COF has been modeled by using
ONIOM(B3LYP:AM1).465 According to these results, the
adsorption of up to five H2 molecules is exothermic, where the
adsorption energy per H2 molecule using MP2//ONIOM-
(B3LYP:AM1) level decreases from −2.47 kcal/mol for a single
adsorbed H2 to −1.43 kcal/mol per molecule for five H2
molecules.
Braga et al.466 modeled the structure of IRMOF materials

with a series of semiempirical and ab initio methods including
ONIOM(HF:PM3). This ONIOM scheme reproduced the
structure of the material, and was shown to be a powerful
approach for describing adsorption and chemical processes
occurring in the IRMOF cavities. This was demonstrated also
by Cortese and Duca,467 who studied the Knoevenagel
condensation of benzaldehyde and ethyl-cyanoacetate catalyzed
by IRMOF-3. ONIOM(B3LYP:UFF) calculations of the
interaction between formaldehyde and propylene have been
performed on two different catalysts, the Cu+ center in MOF-

11468 and the Na+ center in FAU-type zeolite.458 The respective
activation energies for C−C bond formation were 24.1 and 25.1
kcal/mol, respectively. MOF-11 could therefore be potentially
applied as a catalyst for the model carbonyl-ene reaction. The
importance of the framework for the reaction mechanism has
also been demonstrated with ONIOM(M06L:UFF) calcula-
tions, for example, the Mukaiyama aldol reaction catalyzed by
Cu(II) in MOF-505 and ZSM-5.469 This investigation
demonstrated that both MOF-505 and Cu-ZSM-5 lower the
reaction barrier, and are thus efficient catalysts in this case.

6. APPLICATIONS TO NANOMATERIALS

ONIOM has proved to be a powerful tool for probing the
structure, properties, and reactivity of nanomaterials. Never-
theless, the application of ONIOM to organic and inorganic
nanomaterials presents its own special challenges. For carbon
nanomaterials, ONIOM partitioning requires cutting delocal-
ized, conjugated π bonding systems. For inorganic nanoma-
terials, extended high-level regions and/or periodic boundary
conditions are necessary to provide sufficient accuracy and
realism. Here, we discuss examples of where ONIOM has
advanced understanding regarding structure, chemical reac-
tivity, and gas-phase absorption involving carbon nanomaterials,
such as fullerenes and carbon nanotubes (CNTs), and
inorganic nanomaterials, including transition metal/main
group clusters and nanoparticles. We focus particularly on
those investigations that specifically address the challenges,
noted above, faced by ONIOM in modeling complex
nanomaterials.

6.1. Carbon Nanomaterials

Carbon nanomaterials such as fullerenes, CNTs, and graphene
form a cornerstone of modern nanotechnology and materials
science. These nanomaterials are fundamentally related to each
other; they are each composed entirely of sp2-hybridized
carbon atoms, and it is only in the physical arrangement of
these atoms that these allotropes differ. Thus, their properties
and chemical behaviors are intimately related. Collectively,
these materials possess outstanding physical properties, such as
mechanical strength470 and flexibility,471 and excellent elec-
tronic472 and optical properties.473 Since their individual
discoveries over the last three decades, they have continually
provided new and exciting avenues of synthetic chemistry
research.474

The uniqueness of C60 fullerene is reflected in its chemistry.
For the purposes of understanding chemical reactivity, C60 is a
nonoverlapping, octahedral arrangement of six individual
pyracylene units, connected by a single reactive CC double
bond at the center of each unit. Many chemical reactions of
fullerenes involve the scission of this double bond.474a The
presence of pentagons in the C60 structure traps the position of
these double bonds. Most chemical reactions of C60 are thus
not selective, and this follows from the large number of
equivalent reactive sites brought about by the molecule’s high
symmetry. This is the fundamental difference separating the
chemical behavior of C60 from that of CNTs. However,
although C60 and CNTs both consist purely of sp2-hybridized
carbon atoms, the positive curvature inherent in their structures
introduces a small amount of sp3 character.
The complexity inherent in carbon nanomaterial structure

and chemistry makes it a fertile research area for computational
chemistry. In the 1990s, the single largest hurdle in this respect
was the physical size of the systems that needed studying;

Chemical Reviews Review

DOI: 10.1021/cr5004419
Chem. Rev. 2015, 115, 5678−5796

5736

http://dx.doi.org/10.1021/cr5004419


treating 60 atoms or more with correlated electron methods, or
even DFT, was simply impractical. For this reason, many of the
earliest successful computational studies of carbon nanomateri-
als were ONIOM-based. Because of this initial success,
ONIOM remains a powerful technique in this context to the
present day.
6.1.1. General Considerations. The application of the

ONIOM technique to the study of reactivity and structure in
extended π-conjugated carbon systems, such as C60 fullerene
and carbon nanotubes (CNTs), is not trivial and presents
special challenges. Partitioning the system into high/low
regions invariably requires cutting delocalized carbon−carbon
bonds. This need not be problematic; ONIOM3 with
appropriate partitioning (Figure 74) has been shown capable
of providing near thermochemical accuracy for bond energies in
C60.

475 ONIOM(G2MS:ROMP2/6-31G(d):ROHF/6-31G)

predicts the S0 → T1 energy to within 1 kcal/mol of the
experimental value.476

More generally, the problem posed by these conjugated
networks is somewhat alleviated by the fact that reactivity in
these systems is typically highly localized, centering on the
bound substituent and not the fullerene cage itself. The latter
instead exerts influence via electron donation or acceptance.
Such complexes typically consist of moieties complexing the
C60/CNT structure in a single location, or at most in a localized
region. The nature of complexation can be either through
covalent bonds or through dispersion interactions. Conse-
quently, the high-level region must include a region of the C60/
CNT structure sufficiently large so that these effects and
geometrical distortions in and around the reaction site are
accounted for (Figure 75). Where possible, it is generally
advised that the QM/MM boundary crosses C−C single bonds,
and not the more problematic CC double bonds. For C60, a
number of ONIOM2 examples featuring a high-level pyracylene
unit have been reported, reflecting the generally accepted role
of this unit in fullerene chemistry.477 Applications of ONIOM2
to CNTs typically employ a pyrene unit478 or larger sp2-
hybridized carbon fragments224b,479 as the high-level region. In
defective CNTs, a high-level region consisting of as few as nine
atoms in the CNT has been reported.480

6.1.2. Hydrogenation, Halogenation, and Oxidation
of Carbon Nanotubes and C60. Atomic functionalization
reactions were among the first chemical reactions of CNTs to
be studied with the ONIOM method. There is significant
motivation for doing so; among the many potential applications
of CNTs originally ascribed to them was their use in H2 storage
devices.481 The mechanism and energetics of CNT hydro-
genation were thus the focus of a number of early studies in this
area. Similarly, the potential route toward controlling CNTs’
electronic properties via oxidation482 has driven research into
understanding structure and reactivity in these complexes.
ONIOM approaches for studying atomic functionalization of

single-walled CNTs (SWCNTs) are usually two-level. The high
level typically consists of coronene,483 pyrene,484 or larger
segments484 of the nanotube sidewall; however, smaller
segments have also been employed for investigations of atomic
functionalization (Figure 76).485 Bauschlicher et al.483 have
reported pathological problems regarding the optimization of
low-level ONIOM regions for CNTs, which was seemingly
independent of the specific MM force field employed (UFF is
the standard choice in this context). Ultimately, the low-level
MM region was used simply to constrain the geometry of the
high-level QM region.

Figure 74. Extended conjugated systems such as C60 provide special
challenges to the ONIOM method. However, partitioning the C60 cage
with ONIOM3 as shown here enables near thermochemical accuracy.
Reprinted with permission from ref 475. Copyright 1999 Elsevier B.V.

Figure 75. ONIOM2 partitioning schemes for studying reactivity in
C60 complexes (in this case, Diels−Alder cycloaddition with
cyclopentadiene) typically involve a high-level region consisting of
an extended region of the fullerene cage. The inclusion of a pyracylene
unit (yellow, green, pink, and blue carbon atoms) in the high level
yields results within 1 kcal/mol as compared to full B3LYP
calculations. Reprinted with permission from ref 477b. Copyright
2009 American Chemical Society.

Figure 76. ONIOM2 partitioning schemes typically used for
investigating atomic functionalization of carbon nanotubes: C2 high
level (red), C10 high level (blue), and C20 high level (green). Reprinted
with permission from ref 486. Copyright 2004 Elsevier B.V.
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At low coverage, SWCNT hydrogenation is only slightly
exothermic with respect to the SWCNT and H2.

483a 100%
coverage is also unlikely on thermodynamic grounds. However,
50% hydrogen coverage was found to be the most energetically
favorable density (ca. 4 wt %), and this is independent of the

(n,m) chirality of the CNT.483b,c On the basis of ONIOM-
(B3LYP/6-31G(d,p):UFF) calculations, Ng et al.484 demon-
strated that hydrogenation of SWCNTs itself consists of a
three-step reaction mechanism, and that the barriers for this
reaction are proportional to the reaction temperature. The

Figure 77. Inclusion of long-range dispersion in ONIOM calculations is critical for the study of Diels−Alder cycloaddition to C60 and SWCNTs.
Reaction energy profiles (in kcal/mol) are shown for cycloaddition of (a) 1,3-cis butadiene to (5,5)SWCNT, (b) anthracene to C60, and (c) o-
quinodimethane to C60, using ONIOM(B3LYP/6-31G(d):SVWN/STO-3G) (solid lines) and ONIOM(B3LYP/6-31G(d):SVWN/STO-3G) +
dispersion (dotted lines). Reprinted with permission from ref 477c. Copyright 2011 American Chemical Society.
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curved end-caps of SWCNTs are more reactive with respect to
hydrogenation,483c as compared to the lower-curvature sidewall
segments of the nanotube. Yang et al.485 employed a variety of
two-layer ONIOM approaches to investigate both exo- and
endohedral hydrogenation of (5,0), (5,5), (7,0), and (9,0)
zigzag SWCNTs. It was shown that hydrogen adsorption is
dependent on tube diameter and chirality, and was also more
favorable exo- to the SWCNT, as compared to endohedral
adsorption. The latter is unsurprising, because the relative
reactivity of the outside/inside of SWCNTs, stemming from
the easier conversion of sp2- to sp3-hybridized carbon in the
former case, is well established.
While hydrogenation of SWCNTs requires high coverage for

favorable reaction enthalpies, fluorination of (5,5), (9,0), and
(10,0) SWCNTs is energetically favorable even at low
coverages.483a Using ONIOM(B3LYP/4-31G:UFF), the dif-
fusion of exohedral F on SWCNTs is relatively labile, with
barriers of 12.1 kcal/mol (as compared to 38.1 kcal/mol for
H).483a Diffusion of F here occurs via a “hopping” mechanism,
with F atoms moving between adjacent carbon atoms; no
transition state corresponding to F atoms diffusing directly over
hexagonal rings was observed.
The addition of ground-state O/N atoms to CNTs requires a

surface crossing and involves a kinetic barrier (this is not the
case however for N(2D) or O(1D)). ONIOM calculations
established the relative binding energies of O and N atoms on
CNTs to be ca. 68 and 25 kcal/mol, respectively.487 However,
the first systematic investigation of ONIOM performance for
oxidation of CNTs was reported by Kar et al.,486 who compared
different MO methods, the UFF and the AM1 method as the
low-level ONIOM method. Because of the extensive rearrange-
ment of electron density upon functionalization, these authors
recommended that UFF and AM1 should be avoided, as they
are incapable of describing polarization and charge transfer. By
this rationale, these methods would presumably suffice for
modeling physisorption to CNTs and fullerenes using ONIOM
(we discuss such systems below, section 6.1.4). Nevertheless, a
number of such investigations have been reported in the
literature. For instance, Lu et al. investigated both the
ozonization478 and the epoxidation488 of CNTs using ONIOM-
(B3LYP/6-31G*:AM1). For armchair SWCNTs, ozonization
was shown to have a directional preference, in regards to both
kinetics and thermodynamics. The cycloaddition of O3 to a
(5,5) SWCNT was less kinetically favorable when the C−C
bond perpendicular to the nanotube axis was attacked, as
compared to the alternative C−C bond. However, ozonization
of the latter bond was ultimately more thermodynamically
favorable. Ozonization of monovacancy defect (5,5) SWCNTs
has also been investigated using ONIOM calculations.480 Irle et
al.489 employed ONIOM(B3LYP/6-31G(Od):B3LYP/STO-
3G) in the first reported Raman spectrum of a pristine and
oxidized SWCNTs, which consisted of a three-layer [12]-
cyclacene model. The ozonolysis of C60 has also been
characterized with ONIOM.490 The structure and IR spectra
of numerous C60−O3 adducts were characterized here using
ONIOM(CCSD(T)/6-311G(d):B3LYP/6-31G(d)). In a sim-
ilar manner, Yim et al. investigated the adsorption and
desorption of O3 onto/from (5,5) SWCNTs, and vibrational
spectra of ozonized SWCNTs using ONIOM(B3LYP/6-
31G*:AM1).491

6.1.3. Cycloaddition and Nucleophilic Addition Re-
actions. The chemical functionalization of carbon nanotubes
and fullerenes is a potential route to improving their

notoriously poor aqueous solubility, enabling their physico-
chemical properties to be exploited more easily. The complex-
ation of C60 and SWCNTs with transition metals, or transition
metal complexes, has also been studied with ONIOM on a
number of occasions.492 However, cycloaddition and nucleo-
philic addition are far more intensely studied branches of
CNT/fullerene chemistry in this context.474d ONIOM is a
widely used technique in this respect, and makes possible the
accurate study of the complex reaction pathways involved in
cycloaddition. Examples of ONIOM applications to CNT/
fullerene cycloaddition reaction mechanisms abound. Specific
examples include the [2 + 1] addition of carbenes and carbene
analogues,493 the [3 + 2] addition of transition metal oxide
complexes494 and azidotrimethylsilane,495 and the [4 + 2]
addition of azomethine ylide, ozone, nitrone, nitrile imine,
nitrile ylide, nitrile oxide, diazomethane, methyl azide,496

quinodimethane,145 pyrrilodine,497 and various dienes.43b,477b

Similarly, the nucleophilic addition of sulfur-based compounds
to C60, including thiozone479 and thiols,477a has been
investigated using ONIOM, as has addition of diols to
SWCNTs.498 The reactivity of carboxylated SWCNTs has
been the focus of several ONIOM studies.114e,499 Amidation of
SWCNT tips has also been studied using ONIOM.500

Osuna et al.477b performed extensive benchmarks of
ONIOM2 calculations for the Diels−Alder cycloaddition of
cyclopentadiene to C60. Reaction energetics calculated using
ONIOM(B3LYP/6-31G(d):SVWN/STO-3G) and ONIOM-
(B3LYP/6-31G(d):AM1) using the high-level regions shown in
Figure 77 were compared to full B3LYP/6-31G(d) results. The
smallest high-level region, consisting of only two carbon atoms,
was shown to be unsuitable irrespective of the levels of theory
employed in high- and low-level regions. Somewhat unsurpris-
ingly, ONIOM(B3LYP/6-31G(d):SVWN/STO-3G) results
employing the high-level region including the pyracylene unit
in the C60 cage and the reacting diene exhibited the smallest
deviation (<0.5 kcal/mol) from the full DFT calculations. This
was not the case when AM1 was employed in the low-level
region, for which smaller high-level regions yielded lower
errors. This was attributed to fortuitious error cancellations
associated with the AM1 semiempirical method. In a
subsequent investigation, these authors considered the
inclusion of dispersion on the accuracy of the ONIOM-
(B3LYP/6-31G(d):SVWN/STO-3G) approach to Diels−Alder
cycloaddition of cyclopentadiene to C60. It was concluded that
the inclusion of long-range corrections is essential for reliable
structures and energetics in Diels−Alder reactions on C60 and
SWCNTs.477c In regards to the most suitable level of theory for
the low-level region, it has been suggested that the UFF should
be employed over the AM1 method, at least in the case of
SWCNTs.500a

ONIOM has revealed the central role that SWCNT/
fullerene geometrical curvature plays in determining the nature
of cycloaddition chemistry. SWCNT curvature has been shown
to be the critical parameter determining both cycloaddition
reaction exothermicity and activation energies, with smaller
diameter (higher curvature) SWCNTs exhibiting lower barriers
and greater exothermicities than larger diameter (lower
curvature) SWCNTs.496b ONIOM(B3LYP/6-31G(d):SVWN/
STO-3G) calculations reveal equivalent diameter-dependence
for the 1,3-dipolar cycloaddition of azomethine ylide onto
Stone−Wales defective SWCNTs.496c However, the inverse
trend was observed regarding the reaction barrier heights of
retro-1,3-dipolar cycloaddition reactions.496b Osuna et al.496a

Chemical Reviews Review

DOI: 10.1021/cr5004419
Chem. Rev. 2015, 115, 5678−5796

5739

http://dx.doi.org/10.1021/cr5004419


have shown that the barrier heights for cycloaddition of
azomethane ylide and fulminic acid correlate exactly with the
energy required to distort the carbon structure, whether it be
C60, curved graphene sheets, or SWCNTs. ONIOM has been
used to elucidate this curvature-strain relationship for cyclo-
addition of azomethine ylide with carbon nanohorns501 and
graphene,502 addition of diazomethane503 to SWCNTs, and
thiozonolysis of SWCNTs.479 For acetone adsorption, the
effects of curvature are dramatic; it will weakly physisorb on
graphite (which has zero curvature), while strongly chemisorb-
ing on SWCNTs.504

6.1.4. Gas-Phase Molecular Physisorption on Full-
erenes and Carbon Nanotubes. The physical, chemical, and
electronic properties of fullerenes and CNTs are determined by
their structure. The use of fullerenes and CNTs as functional
materials therefore often requires this structure to remain
pristine, and this cannot be achieved through covalent
functionalization as discussed above. The formation of covalent
bonds invariably deforms the structure of the CNT or fullerene
cage, and this can potentially result in the desired property of
the material being altered, or lost completely. Physisorption of
molecules to fullerenes and CNTs circumvents this issue,
because it acts through noncovalent van der Waals and π−π
stacking interactions, which has minimal impact on either the
geometrical or the electronic structure of the fullerene/CNT.
This can be exploited in the production of functional CNT-
based materials,505 and also for separating CNTs on the basis of
their chirality.506

These interactions are also important for understanding
structure and properties of hybrid nanocarbon materials, such
as functionalized C60 dimers,507 C60-OPV (organic photo-
voltaic) hybrid materials,508 C60-polyarene hybrid materials,509

and pyrrolic amide-functionalized CNT materials that have
potential for gas detection.510 These materials also play a key
role in biology and biochemistry, and ONIOM has been used
on a number of occasions in this context. Parasuk et al.511 used
a combination of ONIOM, molecular docking, and molecular
dynamics approaches to investigate the inhibition of HIV-1
protease using derivatives of C60. Shukla and Leszczynski512

have studied the interaction of C60 with nucleic acids such as
guanine, comparing density functional and correlated wave
function methods against ONIOM(MP2/6-31G(d):B3LYP/6-
31G(d)). The C60−guanine complex is the result of π−π
stacking interactions between a six-membered ring (C60) and
the guanine moiety. These authors noted that smaller basis sets
such as 3-21G did not provide a bound complex, irrespective of
the quantum chemical method used. This highlighted the need
for efficient and accurate alternatives to correlated electron
methods. Using MP2, the binding energy of this complex was
calculated to be 8.1 kcal/mol, while ONIOM yielded 8.9 kcal/
mol.
The weak interactions responsible for physisorption present

special challenges for computational approaches. Typically
DFT-based methods (either using the LDA or the GGA
approximations) and semiempirical approaches are incapable of
modeling them accurately; electron-correlation methods, such
as MP2 and CCSD(T), are typically necessary for accurate
structures and binding energies. The quintessential example of
this problem is the benzene-dimer (see ref 513 and references
therein).
In a series of studies,486,499c,515 Kar et al. employed the “same

level different basis set” to study functionalization and
molecular physisorption to CNTs using MP2-based

ONIOM2 calculations (typically with 6-31G or 6-31G(d) for
the high level, and 3-21G for the low level). For benzene and
naphthalene adsorption on (10,0) and (5,5) SWCNTs, π−π
stacking interaction was found to outweigh C−H···π H-
bonding.515 Both species preferentially absorbed parallel to
the SWCNT structure. A number of different conformations
with similar adsorption energies (<1 kcal/mol difference) were
observed. This, combined with low diffusion barriers (1.3 kcal/
mol for benzene), suggests that structure in such systems under
standard conditions is dynamic.
Physisorption and dissociative adsorption of H2O and H2O

clusters on graphite and fullerenes have been studied on a
number of occasions.516 ONIOM(B3LYP:6-31+G(d)/DFTB-
D) predicts that H2O binds extremely weakly to graphite (1.8
kcal/mol), and for the adsorption of (H2O)n clusters, H-
bonding between H2O molecules largely determines the
adsorbed cluster structure (Figure 78). These calculations
also demonstrated that dissociative adsorption of H2O on
graphite, forming OH+H, can be either a single- or a multistep
process when OH and H chemisorb onto carbon atoms in para
positions relative to each other. Conversely, H2O→ OH + H is
only a single-step reaction concerning ortho carbons. In either
case, this process is highly endothermic, with prohibitive
reaction rates. The fact that H2O chemisorption on CNTs is
observed experimentally at room temperature517 indicates that
the curvature of the sp2-hybridized carbon network leads to
increased reactivity. ONIOM calculations of H+ and OH−

adsorption to SWCNTs indicate a highly exothermic
process.518 However, ONIOM and LMP2 calculations suggest
that the H2O−C60 interaction is quite weak,516c as are the
interactions between a number of organic species and C60
(including dimethyl ether, dimethylamine, pyrrole, dimethyl
sulfide, thiophene).519 Similarly, a number of ONIOM studies
of N2

520 and O2
521 adsorption on pristine and defective

SWCNTs indicate very weak adsorption. Chemisorption of O2
is energetically favorable; however, high barriers are involved in
the absence of unterminated carbon dangling bonds.521b In the
case of 1,3,5-triamino-2,4,6-trinitrobenzene (TATB), which
interacts with SWCNTs primarily through π−π stacking,
ONIOM calculations522 suggest that adsorption inside the
SWCNT (i.e., endo adsorption, TATB@SWCNT) is more
favorable than adsorption on the SWCNT itself (i.e., exo
adsorption, TATB/SWCNT). For large diameter nanotubes, in
which the confined TATB molecule is not geometrically
strained, this difference can be large, approximately a factor of 2
for the (10,10) SWCNT.

Figure 78. Structure of (H2O)n adsorbed to a model graphite(0001)
surface, optimized using ONIOM2(B3LYP:6-31+G(d)/DFTB-D). H-
bonding between H2O molecules dictates the structure of the entire
adsorbed cluster. Spheres represent atoms included in the high-level
calculation. Reprinted with permission from ref 514. Copyright 2005
American Chemical Society.
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For planar graphite, the kinetics of H2O dissociative
adsorption are significantly enhanced by the presence of
structural defects in the graphite sheet, particularly mono-
vacancy defects due to the presence of carbon dangling bonds
at the reactive site (divacancy and Stone−Wales defects are less
reactive in this respect).516a Xu et al. have reached similar
conclusions regarding the physisorption and dissociative
adsorption of COx and NOx on graphite (0001), using
ONIOM calculations.523 Liu et al.524 have also studied the
interaction of NOx at defect sites on SWCNTs, while
Bauschlicher et al.525 investigated CHx adsorption on pristine
SWCNTs.
6.1.5. Guest−Host Complexes: Effects of Confinement

on Structure and Reactivity. The use of carbon nanoma-
terials, particularly CNTs, as nanoscale “reactors” shows
significant promise for future applications. Molecules encapsu-
lated within CNTs display peculiar and unexpected behavior,
and establishing how and why this happens is a burgeoning
field of research. For example, chemical reactivity and reaction
mechanisms are altered,526 physical properties can be changed
(for example, liquid boiling points527), and UV/vis and IR
spectroscopy of host molecules can be tuned,528 or even
masked completely.529 The inner wall of the CNT never
participates formally in bonding in these cases. Instead, it
provides a highly constraining, electronic environment that
polarizes the wave function of encapsulated species through
electrostatic interactions; it is in some sense a “solid solvent”.530

ONIOM is therefore an ideal method for studying how
confining molecules and materials inside CNTs changes their
structure, reactivity, and properties, because it naturally takes
these effects into account. It has been shown that the inclusion
of electronic embedding in the ONIOM method is critical for
studying UV/vis spectroscopy.528

This electronic environment has a distinct effect on
encapsulated H-bonding and halogen-bonding;531 both can be
tuned toward stronger or weaker interactions, depending on
the extent of intra- and intermolecular charge transfer, which in
turn is determined by the field imposed by the surrounding
SWCNT atoms.532 ONIOM studies have also elucidated this
phenomenon for inorganic and organic acids in macro-
molecular cage complexes.533 Encapsulation of host molecules
is not always a thermodynamically favorable process, and there

is an obvious influence of the SWCNT diameter in this respect.
For example, ONIOM calculations show that encapsulation of
3,3′-diamino-4,4′-azofurazan inside a (6,6) SWCNT is
endothermic (ΔE = 29.3 kcal/mol), while for the (8,8) and
(10,10) SWCNTs it is exothermic (ΔE = −38.0−33.6 kcal/
mol, respectively) and thus spontaneous.534 Similar trends were
observed for TATB, discussed above.522

While weaker bonds such as H-bonds are altered by
encapsulation, this is not always the case with stronger covalent
bonds. For example, ONIOM(B3LYP/6-31+G(d):UFF) calcu-
lations show that encapsulation of an azobenzene molecule
inside a (8,8) SWCNT does not change its structure as
compared to the gas phase.535 Nevertheless, the relative
energies of the cis and trans isomers of azobenzene are brought
ca. 8 kcal/mol closer in energy relative to the gas-phase values.
Indeed, the influence of encapsulation on chemical reactivity
has been established using ONIOM calculations for a wide
range of small molecules, including the isomerization and
dissociation energetics of nitramine,536 methylnitramine,530,537

nitromethane,538 mono- and dichloromethane,539 and aliphatic
amines.540 The “solid solvent” effect (due to the encapsulating
CNT structure) on long-range interactions is most pertinent to
transition state structures, and so encapsulation can lead to
altered chemical reaction pathways and reaction thermody-
namics, as illustrated for the HONO-elimination pathway from
nitramide in a (5,5) SWCNT (Figure 79).536 This effect can be
dramatic: for example, the production of •NH2 and •NO3
radicals from nitramide in the gas phase is barrierless and
endothermic by 52 kcal/mol; this reaction inside a (5,5)
SWCNT is endothermic by only 14.9 kcal/mol, but has a
barrier of 40.4 kcal/mol.

6.2. Inorganic Nanomaterials

The ONIOM method is a powerful tool for the study of
inorganic main group nanomaterials and metal clusters/
nanoparticles, and has been shown to be a useful and accurate
method for investigating site structures, equilibrium geometries,
transition state structures, HOMO−LUMO energy gaps, and
adsorption energies, etc., in these systems. However, intrinsic
challenges remain when ONIOM is used to treat inorganic
nanomaterials, because often the definition of high- and low-
level regions is complicated and periodic boundary conditions
are necessary. In this section, we discuss the application of

Figure 79. ONIOM(B3LYP/6-311++G(d,p):UFF) reactive potential energy surfaces for decomposition of methylnitramide in the gas phase (black,
solid lines) and in a (5,5) SWCNT (blue, dotted lines). Transition state and intermediate structures are not shown here, but the effect of the
SWCNT is evident by comparison of barrier heights and reaction energies with gas-phase values. “NA” stands for nitramide. Reprinted with
permission from ref 536. Copyright 2011 Elsevier B.V.
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ONIOM to inorganic nanomaterials, highlighting these
challenges and examples where ONIOM has been applied
successfully.
6.2.1. Main Group Nitride Nanotubes. ONIOM

methods are also widely applied in the study of main group
nitrides nanomaterials. To evaluate the reliability of the
ONIOM method in calculating adsorption energies, transition
structures, change of HOMO−LUMO energy gaps, and
equilibrium geometries, Ahmadi et al. carried out ONIOM
studies on the interaction between NH3 and N-enriched (A) or
B-enriched (B) open ended boron nitride nanotubes.541

ONIOM methods including B3LYP/6-31G(d) in the high-
level, combined with various low-levels methods (AM1, PM3,
MNDO, and UFF), were studied here. They suggested that the

ONIOM is more reliable for the study of weak interactions
while it should be applied cautiously for strong interaction
cases. They also demonstrated that the reliability of ONIOM
results was independent of tube length and diameter.

Li et al.542 utilized ONIOM(B3LYP:AM1) to investigate the
electronic structures of C-doped (9,0) boron nitride nanotubes
(BNNTs) and hydrogen-decorated C-doped (9,0) BNNTs, and
their adsorptions of hydrogen atoms (see Figure 80). The
calculated adsorption energies for hydrogen atoms on different
adsorption sites on BNNTs and C-doped BNNTs indicated
that the C site of C-doped BNNT atom is the most favorable
one for hydrogen atom adsorption. For pristine BNNTs, the
boron sites are more likely to be adsorbed by hydrogen atoms.
Choi et al. studied the CO2 adsorption on boron-rich boron

nitride nanotube (BNNT) with ONIOM(ωB97X-D:6-31G(d))
calculations (see Figure 81).543 They found that the boron
antisite (BN) in boron-rich BNNT can strongly adsorb CO2, of
which the adsorption energy is independent of tube diameter.
Two adsorption states were proposed, that is, physical
adsorption of linear CO2 molecule on the BN, and chemical
adsorption of carboxylate-like distorted CO2 on top of the BN.
Because the calculated chemisorption energy of CO2 on BN
was higher than the standard free energy of gaseous CO2 at
room temperature, they suggested that boron-rich BNNT could
capture CO2 effectively at ambient conditions.
Aluminum nitride nanotubes (AlNNTs) were studied by

Ahmadi et al.544 using ONIOM(B3LYP:AM1) to investigate
the effect of surface curvature on the adsorption of NH3, as
shown in Figure 82. Their results suggested that the HOMO−
LUMO energy gap of AlNNTs increases as the tube diameter
increases, which is in contrast to semiconducting carbon
nanotubes. The HOMO/LUMO interaction between NH3 and
AlNNTs increases as tube diameter decreases.

Figure 80. Adsorptions of hydrogen atoms on pristine boron nitride nanotubes (BNNTs). Reprinted with permission from ref 542. Copyright 2006
Elsevier B.V.

Figure 81. Physical and chemical adsorption states of CO2 on boron
antisite in boron-rich BNNT. Reprinted with permission from ref 543.
Copyright 2011 American Chemical Society.

Figure 82. Models of (4,0), (5,0), (6,0), and (7,0) AlNNTs for the ONIOM studies of the adsorption of NH3. Reprinted with permission from ref
544. Copyright 2011 Springer.
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Cardelino et al.545 presented an ONIOM(B3LYP:PM3)
study on the adsorption and dissociation of trimethylindium on
indium nitride substrates (InN). Later, they further investigated
the dissociative chemisorption of trimethylgallium, trimethylin-
dium, and ammonia on gallium (GaN) and indium nitride
(InN) substrates with ONIOM(B3LYP:PM6).546 With relative
large substrate models, containing 44 units of GaN and 35 units
of InN, they were able to confirm the validity of the model with
experimental values by comparing the closest group III nitrogen
bond distances and heat capacities. On the basis of these model
substrates, they discussed adsorption and dissociation of typical
adsorbates, such as the trimethylindium (TMI),545,546 dime-
thylindium (DMI),545 monomethylindium (MMI),545 atomic
indium (In),545 trimethylgallium,546 and ammonia.546 These
investigations also provided information on how the reaction
progression was affected by coverage, pressure, and temper-
ature.

6.2.2. Metal Nanoparticles. Ugliengo et al.440 modeled
the isolated hydroxyl group at the silica surface using the
octahydrosilasesquioxane cluster with ONIOM. Although
ONIOM(B3LYP:HF) was shown to give superior results,
ONIOM(B3LYP:AM1) was cheaper and recommended for
modeling very large silicate material structures.
Barraza-Jimenez et al.547 used ONIOM(LSDA:UFF) to

study the four-atom Au nanocluster supported by an (8,8)
armchair carbon nanotube with and without defects. They
found that the nanocluster anchored to the CNT in its pristine
form had the longest bond length change. Binding energies
were in agreement with the trend in structural changes. A
higher binding energy corresponds to a smaller change in the
cluster bond length. The incorporation of gold cluster
decreased the LUMO of the CNT.
The binding of Pd nanoclusters on SWCNT surface was also

studied by Prasomsri et al. with ONIOM(B3LYP:UFF) (see
Figure 83).548 These calculations demonstrated that oxygen-
functionalized SWCNTs significantly enhanced the binding
energy, due to electronic interaction of Pd atoms with oxygen
at the defect sites.548

For larger metal cluster systems, ONIOM calculations
performed well. A study of monolayer-protected gold clusters
with ONIOM (BLYP:UFF) was reported by Banerjee et al.549

Their structures calculated with ONIOM were readily
compared to crystallographic data, indicating that the
ONIOM approach was able to reach an accurate description
of key structural and electronic signatures with low cost as
compared to full quantum chemical treatment.

7. APPLICATIONS TO EXCITED STATES

In sections 3−6, 8, and 9, the capabilities of ONIOM for
investigating a wide variety of ground-state phenomena have
been demonstrated. However, the applicability of ONIOM is
not restricted only to the ground electronic state. As briefly
introduced in section 2.1.11, ONIOM can be applied in
photochemistry, photophysics, and photobiology, where
electron excitation and electronic excited state are involved,
so long as the high-level and low-level methods are chosen
appropriately and the change in excitation is localized in the
model region.
In this section, we review ONIOM applications to photo-

chemistry and photophysics (i.e., optical spectra, excited-state
properties, and excited-state reactions, etc.) in a variety of
systems, including organic molecules, solvated molecules,
nanostructures, bulk phases, and crystal surfaces. ONIOM
applications in photobiology will be discussed in section 9.
Considering the large amount of literature reports, in this
section, we mainly review the representative ONIOM studies
either featuring new fields of application or contributing to
excited-state computational schemes.

7.1. Applications in Absorption and Emission Spectra

Calculating excitation energies is one of the most common
tasks required in excited-state applications. Because of geo-
metrical strains and electrostatic interactions, the surrounding
environment generally has a significant influence on excitation
energy. Considering environmental effects explicitly in the large
systems is beyond the capability of most excited-state QM

methods. However, ONIOM can be used to calculate excitation
energies between different electronic states in large molecular
systems.
Depending on the leaving and targeting states, electron

transition (i.e., E*,ONIOM − EONIOM) may correspond to light
absorption or light emission processes. The former can be
calculated using the ground-state geometry, while the latter
requires an excited-state geometry. Thus, geometry optimiza-

Figure 83. Adsorption of Pd nanocluster (4-atom) on normal site or
functionalized site on SWCNT surface. Reprinted with permission
from ref 548. Copyright 2010 Elsevier B.V. Table 4. Adiabatic S0 → T1(π, π*) Excitation Energy (in

kcal/mol) of Cyclopentene and Norbornene Calculated with
Various Full MO and ONIOM Schemesa

full MO method cyclopentene norbornene

HF 47.6 43.4
B3LYP 72.1 68.7
MP2 74.8 73.4
MP3 70.5 67.9
MP4 70.3 67.6
CCSD(T) 72.0 69.5
G2MS 78.4 76.1

ONIOM method C2 model C4 model C2 model C4 model

MP2:HF 74.8 74.2 71.1 72.9
MP3:MP2 71.4 70.6 69.8 68.2
MP4:MP2 71.7 70.4 70.1 67.9
CCSD(T):HF 73.1 71.2 69.7 69.1
CCSD(T):MP2 73.6 71.9 72.0 69.7
G2MS:HF 80.1 77.6 77.1 76.0
G2MS:MP2 80.5 78.3 79.4 76.5
G2MS:MP3 79.5 78.2 77.5 76.2
experiment >80 72.3

aAdapted with permission from ref 550. Copyright 1996 Elsevier B.V.
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tion needs to be performed with the excited-state ONIOM
method for the latter case.
7.1.1. Absorption Spectra of Organic Molecules in the

Gas Phase. The first ONIOM study on excited states was
reported by Froese et al.550 Adiabatic S0 → T1 excitation
energies for cyclopentene and norbornene, as well as S0 → T1,2
energies for a series of enones, were investigated using several
ONIOM(QM:QM) combinations. The calculated triplet
electronic states in this case were the lowest states in different
space symmetry, and, therefore, no excited-state methods were
needed. As seen in Table 4, several accurate correlated methods
(MP2, MP3, MP4, CCSD(T), and G2MS) were used as the
high level, which was combined with HF, MP2, and MP3 in the
low level. For both systems, the excitation of the π,π* state in
alkenes and the n,π* and π,π* states of the enones were
essentially localized in the model systems, and the errors of
ONIOM excitation energies were usually within several kcal/
mol. For some cyclic alkene real systems (cyclopentene and
norbornene), ONIOM calculations using a larger 2-butene
(C4) model system gave better results than the smaller
ethylene (C2) model system, because the C4 model better
represents the delocalized electronic structure of the real
system, especially for the triplet state. While using the same
acrolein model system in different enones (real system), the
substituent shifts are caused by changes of the geometry and/or
the electronic structure. In general, ONIOM(G2MS:HF) and
ONIOM(G2MS:MP2) agree well with full QM calculations
and experiments. This pioneering calculation opened new
opportunities for excited-state calculations.
In a similar vein, Caricato et al.551 reported an ONIOM-

(QM:QM) benchmark study on vertical excitation energy
calculations of small organic molecules, with the aim of
identifying less expensive methods that accurately approximate
EOM-CCSD results. EOM-CCSD is one of the most accurate
methods for describing single-electron excitations. However,
applying this method to systems with more than 10−15 heavy
atoms is currently impractical, due to its large computational
cost. In ONIOM(EOM-CCSD:QM) calculations, the total
CPU time is primarily governed by the EOM-CCSD calculation
on the model system, with various approximate excited-state
methods (including CIS, TD-HF, TD-DFT) used as low-level
approaches. Among the various combinations that were
considered, Caricato et al. suggested ONIOM(EOM-
CCSD:TD-DFT) to be one of the best combinations balancing
accuracy and computational cost, giving a RMS error in vertical
excitation energies of 0.06 eV (with respect to the conventional
EOM-CCSD). Caricato et al. also emphasized the importance
of defining a proper model: the model system should contain
the group mainly responsible for the excitation, but increasing
the size of the model system substantially beyond that provides
no notable improvement in accuracy. Thus, ONIOM is in
general able to accurately approximate the excitation energy
computed with a computationally expensive high level of theory
(such as EOM-CCSD), provided that this condition is met.
It is necessary to emphasize here that for excited-state

ONIOM(QM:QM) calculation in which electron excitation is
not localized in the model region, both the high- and the low-
level excited-state QM methods must model the same excited
state. Unfortunately, it is easier to say than to evaluate because
in most cases carrying out high-level excited-state calculation
for full system is computationally prohibited. Probably some
knowledge about the quantum chemistry models and their

application areas, along with chemical intuition, are the
perquisite for such applications.

7.1.2. Absorption and Emission Spectra in Solution.
As introduced in section 2.1.10 (and will be shown in section
8), polar solvents generally have a large influence on optical
spectra. To accurately simulate absorption and emission
spectra, implicit solvent models (such as COSMO solvent
model, polarizable continuum model (PCM), etc.) or explicit
solvent models have to be used.
Zhang et al.552 investigated microsolvation effects on the

vertical and adiabatic excitation of 2-aminopurine (2Ap) using
ONIOM(TD-B3LYP/6-31++G(d):PM3). The optimized geo-
metries of 2Ap, in both the ground and the first excited states,
interact with six water molecules by H-bonding (Figure 84).
Therefore, implicit solvent models are incapable of describing
the interaction between solute and solvent molecules in this
case. Two-layer ONIOM calculations of Zhang et al. showed
that the first and second lowest-energy singlet excitations in
2Ap explicitly solvated with a water cluster correspond to π→
π* and n→π* excitation, respectively. Their computed vertical
excitation energies, 4.29 and 4.43 eV, are in good agreement
with the reported experimental result (4.11 and 4.46 eV). In
addition, ONIOM-predicted fluorescent emission energy (from
the S1 state), 3.87 eV, is also comparable with reported
experimental and theoretical results. Zhang et al. suggested that
ONIOM with TD-B3LYP/6-311++G(d) as a high-level
method can provide good results for excited state and
spectroscopic properties of 2Ap in the condensed phase.
Highly charged anions in solution are more difficult to

describe computationally than monovalent anions or neutral

Figure 84. Orientations of 2Ap water cluster for (a) the ground state
by B3LYP/6-31++G(d) level and (b) the lowest-energy excited states
by CIS/6-31++G(d). In ONIOM(B3LYP/6-31++G(d):PM3) calcu-
lation, 2Ap was taken as the model system, and six water molecules
were calculated at the low level (PM3). Reprinted with permission
from ref 552. Copyright 2004 Elsevier B.V.
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molecules. Tossell reported the UV−visible absorption spectra
of polysulfide anions in aqueous solution using ONIOM.553

ONIOM(CIS/6-311+G(2d,p):CIS/6-31G*) calculations were
performed on S4

2−···22(H2O) cluster, in which S atoms were
treated as the model system. The vertical excitation energy, 3.6
eV, was 0.2 eV higher than the experimental value. ONIOM
results in this case were quite similar to CIS COSMO results
for S4

2−···4(H2O), leading the author to suggest that larger
explicitly solvated clusters should be used to replace continuum
solvent.
Implicit solvent and explicit solvent models, in some cases,

can be combined to describe the contribution of both
electrostatic effects and direct solute−solvent interactions. An
ONIOM-PCM study of absorption and emission spectra of a
fluorescent dye, tetramethyl-rhodamine iso-thiocyanate
(TRITC, Figure 85), was reported by Pedone et al.554 They
found the B3LYP functional, coupled with mixed explicit/
implicit solvent models, ONIOM(TD-B3LYP/N07D:MM)-
PCM, reproduced the observed red shift between water and
ethanol solvents, and the Stokes shift between absorption and
emission spectra. The S1−S0 fluorescence spectra, obtained
from several ONIOM calculations of sampled molecular
configurations, showed a Stokes shift (32.4 nm), in good
agreement with experimental data (25.0 nm).
7.1.3. Absorption and Emission Spectra in Encapsu-

lated Nanostructures. The use of ONIOM in studying
ground-state structure of molecules encapsulated in nanostruc-
tures, such as CNTs, was discussed in the previous section.
Here, we build on this discussion to include applications
regarding excitation energies and UV−Vis spectral calculations.
Using ONIOM(TD-DFT/L:TD-DFT/S), where L stands for
large basis sets and S stands for small basis sets, Garcıá et al.555

studied the confinement effects on the electronic structure of a
dye, β-carotene, encapsulated in a SWCNT (Figure 86),
focusing on optical absorption spectra changes. ONIOM(TD-
CAM-B3LYP/6-31+G(d,p):TD-PBE-D/6-31G(d)) predicted
an intense excitation at 2.17 eV (571 nm), underestimating
the energy of absorption maxima by ∼0.25 eV. Nonetheless, the
computed bathochromic shift, 0.22 eV, is in near-perfect

agreement with the experimental value (0.24 eV). The shifts in
absorption energies were ascribed to both geometrical and
polarization effects. These calculations demonstrate ONIOM’s
ability to reproduce the essential physics required to describe
such complex host−guest interactions.
Wang et al., in a joint experimental and theoretical study,556

investigated the structure and absorption wavelengths of
inclusion complexes (Figure 87) of various spiropyrans (SPs)
in the cyclodextrin cavities of the β-cyclodextrin polymer
(CDP). Vertical excitation energies computed with ONIOM-
(TD-BHandH/6-31+G(d,p):PM3) are consistent with the
experimental spectra.
Similarly, Tzeli et al.557 investigated confinement effects on

absorption and emission spectra of encapsulated stilbene in two
different capsules (labeled as 1·1 and 1·24·1, Figure 88) using
ONIOM(DFT:PM6) and ONIOM(TD-DFT:PM6). To obtain
the emission spectrum of encapsulated stilbene, the optimiza-
tion of the excited-state geometry of trans-stilbene within the
cage is necessary, and therefore the ONIOM method must be
used. As compared to the emission spectrum of free trans-
stilbene, the emission spectrum of trans-stilbene with the
presence of the 1·24·1 cage is hardly changed. With the 1·1
cage, however, fluorescence is quenched, with the emission
spectrum having no significant intensity above 300 nm. The
local minima of trans-stilbene in the S1 state with or without the
1·24·1 capsule are both located ∼0.6 eV above the conical
intersection. In the 1·1 cage, the relaxation of the twisted S1
geometry goes directly to the S1/S0 conical intersection.
Meanwhile, the absorption spectra of trans-stilbene with or
without the 1·24·1 cage are similar, because the S0 geometry of
trans-stilbene inside the 1·24·1 cage remains unchanged. The
absorption spectrum of trans-stilbene in the 1·1 cage shows
only a small blue shift (8 nm) in the absorption maximum
(λmax) as compared to free trans-stilbene, with the S0 geometry
of trans-stilbene inside the 1·1 cage having the two phenyl
groups twisted by about 45°.

Figure 85. Ground-state optimized structure of TRITC interacting
with 4 water molecules optimized at the QM level. Reprinted with
permission from ref 554a. Copyright 2010 The Royal Society of
Chemistry.

Figure 86. (a) Optimized structure of isolated s-cis β-carotene showing
bond labeling and sketch of β-carotene structure inside (12,8)
SWCNT optimized including (b) or not including (c) dispersion
corrections. Reprinted with permission from ref 555. Copyright 2013
American Chemical Society.

Chemical Reviews Review

DOI: 10.1021/cr5004419
Chem. Rev. 2015, 115, 5678−5796

5745

http://dx.doi.org/10.1021/cr5004419


7.1.4. Absorption Spectra in Crystals. Velardez et al.558

reported the structures of the ground and excimer states of
perylene pairs in vacuum, as well as in a crystal structure
(Figure 89), and their spectroscopic properties for the most

stable configurations. The vertical excitation energies for
absorption and emission were obtained using ONIOM(TD-
B3LYP/6-31G*:TD-B3LYP/3-21G*). The absorption maxima
were in line with the experimental value for the α-crystal at
room temperature. These results suggested that the DFT, TD-
DFT, and ONIOM procedures are adequate for estimating the
vertical excitation energies and structures of the perylene
excimer in both vacuum and crystal environments.
Recently, Yang et al.559 applied ONIOM(TD-PBE0:UFF) to

investigate the photoluminescence and carrier transport
properties of two bow-shaped thiophene compounds. Opti-

Figure 87. Schematic structures for (a) SPs, (b) CDP, and (c) SP/
CDP. Reprinted with permission from ref 556. Copyright 2012
Elsevier B.V.

Figure 88. Structures of the cavitand (1) and glycoluril (2) components and structures of the cages 1·1 and 1·24·1. H atoms = white spheres, C =
gray spheres, O = red spheres, and N = blue spheres. Reprinted with permission from ref 557. Copyright 2012 American Chemical Society.

Figure 89. (a) Scheme of the displacements in x and z directions for
the case of five perylene pairs. (b) Scheme of the displacements in y
and z directions for the case of five perylene pairs. The center of mass
of the central dimer is shown in both schemes. In the ONIOM
scheme, the central pair (in light gray and gray) is the high-level layer,
and the black perylene pairs are the low-level layer in the same
configuration as in the R-crystal. Reprinted with permission from ref
558. Copyright 2008 American Chemical Society.
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mized geometries of the single-molecule and the solid-phase
models were shown to have large deviations. The calculated
vertical excitation energies, 56 and 20 nm, respectively, were
red-shifted with respect to the experimental values. The
obvious blue shifts of absorption and emission spectra in
solid phase, as compared to the single molecule, were

postulated to arise from intermolecular interactions in the
former.
Very recently, Mutai et al.560 investigated the influence of

intermolecular interactions on the solid-state luminescence of
6-cyano-2-(20-hydroxyphenyl)imidazo[1,2-a]-pyridine (6CN-
HPIP) using ONIOM. In their calculations, they employed
two finite cluster models for 2-O, 2-Y, and 2-R (labels adopted
from ref 11, corresponding to three different crystal forms with
bright colors, orange, yellow, and red), respectively; one is
labeled as a monomer (one keto 6CN-HPIPs in S1 (TD-
DFT):16 enol 6CN-HPIPs in S0 (PM3)), and another is
labeled as a dimer (a pair of a keto and an enol (TD-DFT): 15
enols 6CN-HPIPs in S0 (PM3)). The ONIOM results using
these two models indicated that the dimer interactions between
the keto form and the enol form, and not the perturbations
from the surrounding molecules, play the dominant role in
determining the emission color in the crystalline state.
7.1.5. Absorption Spectra on Surfaces. Labat et al.

investigated eosin-Y (EY) loaded ZnO thin films (Figure 90),
which are the basic components of a dye-sensitized solar cell
(DSSC), using periodic DFT calculations.114b Vertical ex-
citation energies for both the isolated EY (using TD-PBE0/6-
31+G(d,p)) and the EY adsorbed on ZnO (using ONIOM-
(TD-PBE0/6-31+G(d,p):SVWN/LANL2)) exhibited large dis-
crepancies with respect to experimental data, implying the high-
level calculation may not describe the electron excitation of the

model system properly. More recently, Labat et al.561

investigated the ruthenium polypyridyl/TiO2 system using
periodic DFT, with the aim of understanding absorption
phenomena taking place at the dye/semiconductor interface in
DSSCs. It was found that ONIOM(PBE0/6-311G-
(d,p):SVWN/LANL2) significantly underestimated the band
at lower energy, with a computed maximum at ∼694 nm with
respect to the experimental value (544 nm). The authors
concluded that solvent effects are necessary to calculate
accurate excitation energy for ruthenium-based molecular
dyes adsorbed on surfaces.

7.2. Photophysical Deactivation and Photochemical
Reactions

The ONIOM method can be used to describe the potential
energy surfaces of photoreactions, which may involve both
photophysical deactivation and photodecomposition via
internal conversion or intersystem crossing. ONIOM calcu-
lations can also consider solvent effects and encapsulation
effects on photoreactions of organic molecules. Here, we review
the applications of ONIOM in photophysical and photo-
chemical reactions.

7.2.1. Nonradiative Decay and Photochemical Reac-
tion of Organic Materials in Solid Phase. Different
fluorescence quantum yields between solution and solid phases
for aggregation-induced emission (AIE) molecules indicate that
nonradiative processes play an important role in luminescent
characteristics.114b,562 Li et al.562 studied an experimentally AIE-
active molecule, diphenyldibenzofulvene (DPDBF) (Figure
91), in the solid phase using ONIOM(DFT:UFF). These
ONIOM calculations predicted that the nonradiative rate
constant is 3.816 × 1010 s−1 in the solid phase. In the solution
phase, their calculated results agreed with previous theoretical
data.563

The AIE mechanism of the same molecule has been
investigated by another group.564 At the ONIOM-
(CASSCF:UFF) level of theory, Li and Blancafort rationalized
the solid emission of DPDBF by using a CI mechanism instead
of a Fermi golden role approach. The energetically reachable
S1/S0 CI in solvent is no more accessiable in solid due to

Figure 90. Side (a) and top (b) views of the 530-atom cluster used for
UV−vis spectra simulations: carbon, bromine, zinc, oxygen, and
hydrogen atoms are black, cyan, red, light blue, and white balls,
respectively. Reprinted with permission from ref 114b. Copyright 2009
American Chemical Society.

Figure 91. Solid-phase model. Single centered DPDBF molecule with
the six nearest surrounding molecules is depicted. Reprinted with
permission from ref 562. Copyright 2011 American Chemical Society.
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restriction of bond rotation; therefore, radiationless decay to
the ground state is blocked and DPDBF becomes emissive.
ONIOM(TD-DFT:DFT) applications on photochemical

reactions in molecular crystal, including excited-state intra-
molecular proton transfer (ESIPT) process and photoisome-
rization reactions, were reported by Morrison et al.81 A novel
ONIOM implementation, in which TD-DFT and plane wave
DFT were chosen as high- and low-level methods, respectively,
was introduced in molecular dynamic simulation in molecular
crystal phase.
7.2.2. Nonradiative Decay of Energetic Materials in

the Gas Phase. Following the decomposition of energetic

materials, such as cyclotrimethylenetrinitramine (RDX, Figure
92), the only product observed experimentally was nitric oxide
(NO), which was rotationally cold (20 K) but vibrationally hot
(∼1800 K).565 Bhattacharya et al.566 used ONIOM to
investigate the decomposition reaction mechanism of isolated
RDX. On the basis of an assumption of local excitation
(without further computational verification, which is probably
the most questionable part of the report), the authors chose
one of the three N−NO2 subunits as the model of the excited-
state ONIOM calculation, while leaving the other two moieties
to be treated in low-level, ground-state method. Their
ONIOM(CASSCF:UFF) results predicted that, upon irradi-
ation, RDX is excited to, or near, the S2 state in the Franck−
Condon (FC) region, before decaying to the S0 ground state
through (S2/S1)CI and (S1/S0)CI conical intersections by
following the barrierless steepest-decent pathway. This pathway

ultimately leads to a dissociation channel on the ground-state
potential energy surface corresponding to rotationally cold/
vibrationally hot NO (Figure 93), in agreement with the
experimental observation.565 The ONIOM method revealed
the steric and inductive effects from the other N−NO2 moieties
at the six-membered ring of RDX, which play an important role
in the system’s dissociative behavior.
Similarly, ONIOM(CASSCF:UFF) calculations predicted

that the decomposition of electronically excited PETN (Figure
94) occurs through a barrierless process, where the lowest
energy pathway connects the FC point of S1 state to the nitro-
nitrite isomerization on S0 through the (S1/S0) conical
intersection, which then leads to NO elimination on S0.

567

Generally, the nitramine and related (NO/NO2/NO3)
energetic materials generate a rotationally cold and vibrationally
hot distribution of NO product via a NO elimination
decomposition channel. The decomposition pathways are
similar for each of these species, and conical intersections
play a crucial role in the initial decomposition mechanics for
electronically excited energetic materials.

7.2.3. Photochemical Reactions in Solution. Explicit
solvent models combined with ONIOM calculations enable
specific solute−solvent interactions during the photoreactions
to be understood.565 Recently, Prager et al.568 employed
ONIOM with TD-DFT to estimate the influence of polar
environments on the mechanism of the photoinduced
spiropyran-to-merocyanine isomerization (Figure 95). The
ONIOM results showed that the solvent effect does not
change the overall mechanism, nor the excited-state properties
of spiropyran, such as the “bright state” (S1) and the “dark
state” (S2). However, the relevant conical intersection in
solution is shifted to a slightly larger Cspiro−O distance (3.6−3.8
Å), a smaller C-torsion angle (10°), and a larger O-torsion
angle (74.8°), due to the electrostatic interaction of spiropyran
with the water environment.

7.2.4. Photoreactions in the Cavity of One β-Cyclo-
dextrin. Confinement effects on the photophysical and
photochemical properties of aromatic molecules embedded in
the cavity of one-cyclodextrin (CD) are usually attributed to
the cavity size of the host molecule CD.569 To explain the

Figure 92. Schematic structures of RDX and DMNA. Balls: the QM
region of RDX. Wire frame: the MM region. Reprinted with
permission from ref 566. Copyright 2011 American Chemical Society.

Figure 93. Schematic potential energy surfaces of RDX computed at
the ONIOM(CASSCF:UFF) level of theory. Blue arrows indicate the
unstable normal mode of vibration associated with the respective
transition state. Adapted with permission from ref 566. Copyright
2011 American Chemical Society.

Figure 94. Structure of PETN. Ball: the QM region. Wire frame: the
MM region. Reprinted with permission from ref 567. Copyright 2011
American Institute of Physics.
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reaction rate difference between the gas-phase reaction and the
reaction in one β-cyclodextrin observed in time-resolved
fluorescence experiments, Casadesuś et al. applied ONIOM
to determine the energies associated with intramolecular proton
transfer570 and the internal rotation of HPMO570b inside one β-
cyclodextrin (Figure 96). These calculations predicted that on
the S1 surface the energy barrier is 0.35 kcal/mol for the
E(S1)→K(S1) process, and 8.06 kcal/mol for the K(S1) →
KR(S1) process, which are similar to the barriers in the gas
phase. Using Rice−Ramsperger−Kassel−Marcus (RRKM)
theory, Casadesuś et al. attributed the difference in reaction
rates to the slower internal rotation caused by the increment of
rigidity of HPMO and intermolecular force occurring upon
encapsulation.

8. APPLICATIONS TO SOLUTION CHEMISTRY

Most chemical reactions are carried out in the solution, and
thus it is important to include solvent effects to make the
calculations more reliable. Theoretical models to include
solvent effects can be categorized into two groups: explicit
and implicit solvent models. The explicit solvent model
accounts for short-range electrostatic interactions and the
effect of a hydrogen-bond network. Because solvent molecules
are not involved in the reaction directly and their configuration
is very flexible, the ONIOM method is one of the best ways to
include explicit solvation effect at a low computational cost.
The implicit solvent model includes the effects of long-range
interactions. The merits of the implicit solvent model include
reliable convergence and independence from problems
associated with including too few explicit solvent molecules.
Thus, the combined usage of an explicit solvent model for the
first solvation shell and an implicit solvent model for the outer
shell provides a good description of solvent effects and is
becoming more common. Applications of ONIOM to solvation
chemistry are summarized here, while details of the ONIOM
solvent methods are reviewed in section 2.1.10.

8.1. Applications Using Explicit Solvent Models

8.1.1. Effect of Explicit Solvent Molecules on Chemical
Reactions. In the early days of computational studies of
chemical reactions, only the solutes were considered to reduce
the computational cost. However, in the real reaction system,
solutes are surrounded by solvent molecules, and they are often
stabilized through electrostatic interactions and a hydrogen-

bond network. To describe these effects straightforwardly,
some of the solvent molecules in the first solvation sphere can
be added explicitly. Solvent molecules may not directly
participate in the reaction and thus may not require as high a
level of treatment as the solute molecules. Therefore, the
ONIOM method is an appropriate way to include explicit
solvent molecules in the calculation at lower computational
cost. Re et al. examined the effect of microsolvation clusters for
SN2 reactions of methyl chlorides with one or two water
molecules and showed that the ONIOM(QM:QM) methods
reproduced the full QM results both for geometries and for
reaction energies.571

The solvation energy depends on the structures of solutes,
reflecting the different charge distributions of solutes, especially

Figure 95. Photochemical isomerization of spiropyran to TTC-merocyanine. The mesomeric structures of TTC-merocyanine are shown as well.
Reprinted with permission from ref 568. Copyright 2014 American Chemical Society.

Figure 96. Scheme of the intramolecular proton transfer and the internal rotations of reactant and product. Reprinted with permission from ref 570b.
Copyright 2005 Elsevier B.V.

Figure 97. Potential energy profile (in kcal/mol with ZPE) for
(CH3)3CH + F2 + n CHCl3 (n = 0−3) (a) and structure of TS2 with 3
CHCl3 (b). Reprinted in part with permission from ref 572. Copyright
2003 American Chemical Society.
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in polar solvent. Therefore, the energy profile along the
chemical reaction in polar solution sometimes changes a lot as
compared to that in the gas phase. One notable example is the
fluorination of saturated hydrocarbons with F2 in chloroform
solvent.572 The electrophilic pathway for the RH + F2 reaction
in general is a two-step process, starting from hydride
abstraction leading to an intermediate of the type R+δ···HF···
F−δ, followed by rearrangement to give the electrophilic
substitution product RF + HF. The energy profile was
compared with and without explicit solvent molecules using
MP2 and ONIOM(MP2/6-31+G*:HF/6-31+G*), respec-
tively. This reaction without solvent molecules had a high
reaction barrier, whereas that with a few solvent molecules had
a much lower barrier for the rearrangement of the intermediate
(second step in Figure 97). This lower barrier can be explained
by the different stabilization energies of each local minimum
and TS by the explicit solvent molecules. The charge
separations of the critical points increase in the following
order: the reactant (RC) < the TS for the first step (TS1) < the
intermediate R+δ···HF···F−δ (INT) < the TS for the second step
(TS2). Therefore, the highly ionic TS2 is stabilized more
dramatically by specific interaction with the chloroform

molecules than the other TS and intermediates, which results
in the lower reaction barrier. As shown in Figure 97, the energy
of TS2 becomes more stabilized as the number of chloroform
molecules increases and the barrier for the rate-determining
step becomes about 30 kcal/mol lower than that without
chloroform molecules. In this study, the ONIOM micro-
solvation model is ideally suited for examining the effect of
solvent molecules in the reaction. When the study was carried
out, the combination of ONIOM with continuum models had
not been developed, and thus they suggested that the best
approach was to consider a few explicit solvent molecules
surrounded by a continuum. Such combination studies will be
discussed in section 8.3.
The effect of solvent polarizability was discussed in a study of

the hydration of formaldehyde in aqueous solution.573 In this

reaction, two water molecules form a hydrogen-bond network
with formaldehyde and provide a proton and a hydroxide ion as
shown in Figure 98. The partial dissociation of the OH bond in
the network makes the TS polar, which results in the
stabilization of the TS by surrounding solvent water molecules.
To examine the effect of the first and second solvation shells,
several models were compared, with different numbers and
coordination geometries of first-solvation-shell water molecules
using ONIOM(HF/3-21G*:PM3). The model that best
reproduced the activation free energy comprised five water
molecules in the first solvation shell and 59 outer-sphere water
molecules. Among the five first-shell water molecules, three
bound to the active water molecules and two to the carbonyl
oxygen and hydrogen, respectively. In this model, 60% of the
solvation energy came from the first solvation shell and the
remaining from the second solvation shell. As shown above, the
microsolvation model allowed a detailed analysis of explicit
hydrogen-bonding networks. The solvation energy was
determined mainly by the first solvation shell. Outer-sphere
solvent molecules are also necessary for quantitative calcu-
lations due to their long-range interactions.
The solvent polarizability also affects chemical properties,

such as NMR chemical shifts. Vailikhit et al. reported the effect
of the polar DMSO solvent on 1H NMR chemical shift of
nevirapine.45r To sample different configurations of the
nevirapine-DMSO system, the conventional MM MD simu-
lations were performed, and then a two-layer ONIOM-
(B3LYP:PM3) method was used to optimize the structures of
the solute and the first solvation shell. These structures were
used to calculate the 1H NMR chemical shifts using
ONIOM(B3LYP-GIAO:HF-GIAO). The results showed that
the chemical shift of the acidic amino proton is especially
sensitive to the bound DMSO molecule and intermolecular
hydrogen bonding. This approach reproduced experimental
values successfully. The same group applied this scheme to a
number of amines in DMSO solution and concluded that the
explicit solvent model reproduced the experimental 1H NMR
chemical shifts with higher accuracy than the gas-phase and
PCM calculations.574 The importance of specific short-range
and highly directional hydrogen bonds between solute and
solvent was also pointed out by other groups.45o,575

Another type of explicit-solvent effect was shown in an
isomerization process in a nonpolar solvent.576 The solvent
effect on isomerization of acetaldehyde N,N-dimethylhydrazone

Figure 98. Hydration of formaldehyde.

Figure 99. Two bonding patterns of dications to DNA (a), ONIOM scheme (b), and the ring structure of inner-sphere monodentate binding in the
Ca2+ system (c). Reprinted in part with permission from ref 577. Copyright 2007 American Chemical Society.
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in cyclohexane solvent was examined by comparing two
calculation models. The first calculation model included six
explicit cyclohexane molecules and was calculated using
ONIOM(B3LYP/6-31G(2df,p):AM1). The second model did
not include explicit solvent molecules, and the solvation energy
was treated by the PCM model. Both calculation models gave
very similar results for the geometries of the isomers and the
TS structures, and the Gibbs free energy difference between the
isomers. In contrast, the calculated free energy barrier of the
second model was overestimated by 3−4 kcal/mol. The
difference between the two calculation models came from the
entropy contribution that was attributed to a reorganization of
solvent molecules around the solute.
Consideration of explicit solvent is important not only for

chemical reactions in solution but also for biomolecules.577,578

In particular, water molecules around cations, such as Ca2+,
Mg2+,579 Li+, Na+, and K+,580 affect their binding to DNA in
terms of energies and structures. The binding energies depend
on the hydrogen-bond network around the cations and
phosphate groups as shown in Figure 99a. Suresh et al.
examined several model systems, including one with a DNA
fragment and hydrated Mg2+ and Ca2+, calculated using the
three-layer ONIOM(B3LYP/6-31G(d):PM3:UFF) method as
shown in Figure 99b. They compared two models of the DNA
fragment: anion and dianion models, where the left-end
phosphate group was capped by a proton or two water
molecules. For the anion model, monodentate binding
structures (in Figure 99a) were the most stable both in Mg2+

and in Ca2+ systems. In contrast, for the dianion model, the
interactions between dications (Mg2+ and Ca2+) and the DNA
fragment gave rise to large structural deformations, leading to
the formation of “ring” structures, where hydrated cations form
a hydrogen-bond network with two water molecules coordi-

nated to the left-end phosphate group as shown in Figure 99c.
They also clarified that the energetics of binding patterns
depend on the dication and the charge of the DNA fragment.
Their results provided insight into the biological roles of these
metal ions in DNA binding.
As shown above, there are many advantages to using explicit

microsolvation. However, it becomes more difficult to
determine the solvation-shell structure as the number of
solvent molecules increases. A new and promising solution to
this problem is the Global Reaction Root Mapping (GRRM)
strategy,124 consisting of the ADDF and AFIR methods (see
section 2.2.4.3). Maeda et al. examined both methods to
explore all of the reaction pathways of solutes surrounded by
water molecules, which were treated by low-level calculations.
One study involved the decomposition and isomerization

pathways of formaldehyde surrounded by 100 MM water
molecules using the ADDF with ONIOM(HF/6-
31G:AMBER) shown in Figure 100.129 For the isolated
formaldehyde, nine reaction pathways were obtained by the
ADDF method: two isomerization pathways to hydroxy-
methylene, two dissociation routes to H + HCO, one
dissociation route to O + CH2, and four dissociation routes
to H2 + CO. For the real system, the same nine reaction
pathways for the QM part (reaction center in Figure 100) were
fully explored by the ADDF method with an efficient
microiteration technique. As shown in Table 5, the numbers
of QM gradient and Hessian calculations for the real system
were also very similar to those for the isolated formaldehyde. In
other words, using the efficient microiteration technique, even
if a large number of explicit solvent molecules are contained in
the real system, the reaction pathways for the reaction center
can be explored with a computational cost similar to that for
the isolated system. Another study involved exploration of the
aldol reaction between H2CO and H2CC(H)OH with a
catalytic water molecule surrounded by 299 MM water
molecules using the AFIR method with ONIOM(B3LYP/6-
31G:AMBER).130 In this case, the numbers of QM gradients
and Hessians required in water solution were smaller than those
without solvent, because solvation restricts the motion of
reacting species due to the hydrogen-bond network. The
GRRM strategy combined with the ONIOM microiteration
scheme will be a useful tool to investigate the effect of
microsolvation on reaction pathways and properties of solutes
in future studies.

8.1.2. Quantum Mechanical Treatment of Solvent. In
the previous section, the main role of the solvent was the
stabilization of the solutes through various intermolecular
interactions such as electrostatic interactions, hydrogen bonds,
and entropic effects. However, protic solvent molecules often
participate in a reaction as a source of protons or as part of the
hydrogen-bond network for proton transfer. In such cases,
some solvent molecules have to be treated by the high-level
QM calculations. Tsuchida et al. studied the effect of the
proton-transfer network in the Favorskii rearrangement, shown
in Figure 101.581 They considered nine methanol solvent
molecules, and only the methyl groups of the solvent molecules
were treated by the low-level PM3 calculations; thus, all of the
OH groups in the solvent molecules were treated by the high-
level QM calculation. Some of the methanol molecules
interacted with lone pairs of heteroatoms in the substrate to
stabilize the substrate, as shown in Figure 101a. Other solvent
molecules participated in the methanol addition to form a
proton relay network. As shown in Figure 101b, the reaction
barrier for methanol addition became lower as the number of
methanol molecules participating in the proton-transfer net-
work increases. Similar situations can be observed in the
addition of alcohols to disilenes.582 In this case, an alcohol
dimer inserts to ketone more easily than the monomer due to

Figure 100. Definition of the real system, reaction center, and
ONIOM model system for the (H2CO)(H2O)100 system. Reprinted
with permission from ref 129. Copyright 2009 American Chemical
Society.

Table 5. Performance of the ADDF Method with the
Microiteration Method for the Real (H2CO)(H2O)100
System As Compared to the ADDF Method for the Isolated
H2CO

number (H2CO)(H2O)100 H2CO

reaction route 9 9
gradient 2665 2482
Hessian 117 101
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the proton-transfer network involving two alcohols. The
reaction barrier of the addition of alcohol depends on the
substituent of the alcohol. For example, in the case of a bulky
alcohol, such as p-(dimethylamino)phenol, the addition of the
monomer is favored over that of the dimer because of the steric
congestion caused by the substituent groups. Such effects
cannot be described using continuum models.
Nowadays, ONIOM(QM:QM) calculations with highly

accurate methods are also applicable to large systems, by for
instance using the generalized energy-based fragmentation
(GEBF) approach.179p,583 Li succeeded in calculating the
binding energy between methanol and water in their nanoscale
clusters including 747 and 3351 atoms using two-layer GEBF-
ONIOM(MP2-F12:MP2) and three-layer GEBF-ONIOM-
(MP2-F12:MP2:cDFTB) calculations, respectively.584 From

the calculations of these nanoscale clusters, it was found that
the long-range interactions in methanol aqueous solutions are
significant within 0.9 nm. The QM treatment of solvent
molecules makes the models more reliable, and the QM:QM
approach is a large advantage of the ONIOM method for
solvation chemistry.

8.1.3. Dynamical Solvent Structures around Solutes.
In the previous two sections, only static descriptions of
solutions were considered or ONIOM was used for the single-
point calculations at the structures obtained by conventional
MM MD simulations. To investigate the solution dynamics
with consideration of the solute−solution interaction at a high
level, MD simulations with multilayer methods should be
performed. However, conventional dynamical methods com-
bined with the multilayer methods are problematic. The solvent

Figure 101. Schematic illustration of the hydrogen-bond network considered explicitly (a) and the concerted proton transfers in MeOH addition to
the cyclopropanone intermediate (b). Activation barriers are in kcal/mol. Reprinted with permission from ref 581. Copyright 2008 Royal Society of
Chemistry.

Figure 102. (a) Total energies from ONIOM-XS MD and classical QM/MM simulation without smoothing. (b) Kinetic, potential, total energies,
and the values of switching function during a snapshot period of equilibrium from ONIOM-XS MD. (c) Component of the smoothed ONIOM
potential energy. Reprinted with permission from ref 61. Copyright 2002 Elsevier.
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molecules in the high level often enter and leave the active
region during the simulation, which results in the discontinuous
energy and force. One of the techniques that solves this
problem is the “ONIOM-XS” method.61 The detailed algorithm
of ONIOM-XS is described in section 2.1.10.1.
The first application of the ONIOM-XS method involved a

periodic cube containing a Li+ in 215 ammonia molecules.61a

Long-range electrostatic interactions were represented by a
classical implicit-reaction-field method. The radius of the high-
level region was selected to be 4.0 Å, which was expected to be
large enough to include the first and a part of the second
solvation shell. For the switching shell, applying too thin of a
layer results in too tight of a smoothing curve. On the other
hand, if larger thickness is employed, there is less chance of
having the switching shell free of exchanging particles, leading
to increased computational demand (see section 2.1.10.1). In
this study, a switching width of 0.2 Å was chosen between the
QM region (a sphere of radius 3.8 Å) and the MM region
(outside a sphere of radius 4.0 Å.
A comparison between a QM/MM simulation without

smoothing and the ONIOM-XS simulation is shown in Figure
102a. Starting from a snapshot obtained by an MM simulation
with a total energy of −730 kcal/mol, the energy gradually
decreased to −780 kcal/mol, which is close to the average
equilibrium energy by the ONIOM-XS. On the other hand, in
the classical QM/MM simulation without smoothing, the total
energy often surged suddenly because of the solvent exchange
between the high- and low-level regions and the simulation
could not reach equilibrium. The kinetic, potential, and total
energies from a snapshot of the ONIOM-XS simulation are
plotted in Figure 102b. The switching function is also plotted,
and the zero value means that there is no solvent molecule in
the switching shell. In almost all of the snapshots in Figure
102b, at least one solvent molecule is in the switching shell,
because the values of switching function are nearly one. Three
energies, potential, kinetic, and total energies, did not surge,
and the effect caused by solvent exchange was negligible due to

the switching function. It can be said that the ONIOM-XS
scheme helps to link the QM/MM boundary seamlessly and
creates no artificial effect on the statistical ensemble.
Using the ONIOM-XS scheme, coordination structures of

Ca2+ in liquid ammonia,61b and those of K+, Ca2+,585 and
Na+586 in aqueous solution, were investigated. The average
number of solvent molecules around a solute cation obtained
by the ONIOM-XS was usually different from that obtained by
classical MM MD simulations, and the ONIOM-XS method
reproduced the experimental data more reliably. The hydrogen-

bond network structure in aqueous solution was also studied by
treating a central water molecule and its nearest-neighbor
waters as the high-level region and the other surroundings as
the low-level region.587 The rearrangement of hydrogen bonds
in aqueous media was found to occur readily; the nearest
neighbors were either loosely or tightly bound to the central
water molecule, as shown in Figure 103. Numerous water-
exchange mechanisms were found with either short-lived or
long-lived exchange periods. The number of hydrogen bonds
changed during the simulation from two to six. In this
simulation, the ONIOM(HF:MM) MD simulation was also
compared and indicated that the number of hydrogen bonds
around a central water molecule was overestimated as
compared to that obtained by the ONIOM-XS method.
If all of the solvent molecules are included in the low-level

region, the conventional MD schemes can be applied using the
ONIOM energies and gradients directly. Matsubara et al.
applied such direct ONIOM BOMD simulations for a number
of enzymatic reaction studies including explicit solvent
molecules (see sections 2.3.1.1 and 9.2.1).156,588 Woo et al.
combined the IMOMM methodology with the Car−Parrinello
projector augmented wave (CP-PAW) code and applied it for
the MD simulation of 3-methylhexane solvated by 14 isobutane
molecules in a 20 Å cubic cell with periodic boundary
condition.70 Yao et al. used an approximate free energy method
combining ONIOM with conventional MM MD simulations
(see sections 2.3.1.6 and 9.2.1.7).172

In recent studies, other dynamical and statistical methods
were also combined with the ONIOM method. For example,
Shiga et al. performed the path integral molecular dynamics
(PIMD) simulation that considers the quantum effect of the
nucleus to analyze the hydration structure of N-methylacetoa-
mide in aqueous solution, using ONIOM energies and
gradients.589 The Kovalenko group studied the electronic
structure and binding energy of Streptavidin−Biotin supra-
molecular complex by using the ONIOM method, and applied
the three-dimensional reference interaction site model (3D-
RISM-KH)590 calculations to investigate the water distribution
in a protein, focusing on its binding pocket, as shown in Figure
104. Resolving both the solvation structure and the
thermodynamics of a protein at the molecular level is a great
challenge for both experiments and molecular simulations. This
was made possible with the 3D-RISM methods. They obtained
the hydration structures of a protein, streptavidin, with and
without biotin and clarified the number of water molecules in
the binding pocket. They found that an immobilized water
molecule acted as a water bridge to stabilize the fold of the
streptavidin/biotin complex.

8.2. Applications Using Implicit Solvent Models

8.2.1. Four ONIOM-PCM Treatments and Their
Dependence on Chemical Properties. Another useful
theoretical treatment of solvent is the implicit solvent model,
such as the polarizable continuum model (PCM), which is
widely used as a conventional tool for theoretical chemistry.
There are many advantages to the implicit solvent model, such
as consideration of the long-range electrostatic effect of the
bulk solvent, easier convergence, and independence from the
number of included solvent molecules.
As mentioned in section 2.1.10.2, the ONIOM method can

be combined with the PCM method, which is implemented in
the Gaussian 09 program.64a−d To include the PCM in the
ONIOM calculation, the apparent surface charge (ASC) needs

Figure 103. Selected hydrogen-bond network structures in aqueous
solution obtained by ONIOM-XS simulation. Reprinted with
permission from ref 587. Copyright 2012 Elsevier.
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to be calculated on the basis of the integrated solute charge
distribution. However, the wave function and ASC cannot be
easily optimized simultaneously, as it results in very demanding
calculations. The combined usage of ONIOM and PCM with
the exact ASC is called ONIOM-PCM/A. To reduce the
computational cost, three approximations, called ONIOM-
PCM/B, /C, and /X, were proposed. Their schematic
illustrations are shown in Figure 7. For ONIOM-PCM/B, the
ASC is calculated on the basis of the charge distribution of the
real system at low level and is used for all three sublevel-
calculations. For ONIOM-PCM/C, which is more approximate
than /B, the same ASC is used for the real system, whereas the
model systems at low and high levels are calculated in the gas
phase. ONIOM-PCM/X has a different concept; the ACS is
evaluated separately at the level of each subcalculation. To
examine the accuracy of the three approximate ONIOM-PCM
schemes, they were compared with respect to the geometry and
nuclear shielding of H2N(C2H3)3CHO,

66b and the geometries
and activation barrier of the SN2 reaction of Cl−(H2O) +
CH3Cl.

66a All three approximate schemes performed well, and
there were only small differences. The ONIOM-PCM/X
scheme typically showed a slightly better behavior than
ONIOM-PCM/B and ONIOM-PCM/C. As the model system
became larger in comparison to the whole system, the result of
ONIOM-PCM/X became close to that of ONIOM-PCM/A,
which is the correct convergence behavior. For smaller model
systems, the ONIOM-PCM/C scheme seemed to show slightly
better performance. Practically, one usually employs small
model systems in ONIOM studies, and therefore ONIOM-

PCM/C appears to be the most promising. According to the
hierarchy of the ONIOM-PCM schemes, ONIOM-PCM/B is
between the exact ONIOM-PCM/A and approximate
ONIOM-PCM/C schemes, but it is not completely clear at
this point why ONIOM-PCM/B does not show better results
than ONIOM-PCM/C. One possible reason may be that in the
ONIOM-PCM/B scheme the effect of the solvent on the
model system is included twice, whereas in ONIOM-PCM/A it
is included once, and in ONIOM-PCM/C it is not included at
all. Alternatively, one could include the factor of 0.5 in the
ONIOM-PCM/B scheme. The ONIOM-PCM/B, ONIOM-
PCM/C, and ONIOM-PCM/X schemes are all comparable in
computational requirements, because performing the model
system calculations with or without reaction fields does not
significantly contribute to the total computational time. On the
other hand, the ONIOM-PCM/A scheme is the most expensive
due to the double iteration scheme. Although the ONIOM-
PCM/A scheme is always more expensive than the approximate
schemes, it may eventually be the method of choice in many
cases.

8.2.2. Effect of Implicit Solvent Molecules on
Chemical Properties. The ONIOM-PCM method has been
used in many studies. Wu et al. examined the geometries of
DNA oligomers and showed that the geometries of oligomers
obtained by ONIOM-PCM were similar to those obtained by
ONIOM calculations that included solvent effects by using an
8.0 Å water box.591 ONIOM-PCM is efficient for calculating
energetics and geometries for chemical reactions in which
solvent molecules do not participate in the reaction explicit-

Figure 104. Isosurface representation of the solvation shell around the binding pocket of the streptavidin obtained by the 3D-RISM-KH method.
The high-level region in the ONIOM calculation is represented in the CPK drawing. Reprinted with permission from ref 590. Copyright 2012
American Chemical Society.

Figure 105. Transition states for SN2 reaction with and without a microsolvent THF molecule. Reprinted with permission from ref 43a. Copyright
2011 Springer.
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ly.204a,287,330,592 The properties of excited states, such as
absorption and emission spectra, are sensitive to the change
of charge distribution by surroundings. Thus, the consideration
of polarizability of solvent is essential for such calculations (see
section 7).593 Other properties, such as pKa,

594 reduction
potential,595 and NMR chemical shift,29,36 were also examined
by using the ONIOM-PCM method.

8.3. Applications of Combined Usage of Explicit and
Implicit Solvent Models

In addition to the long-range effect of the bulk solvent, one can
include some explicit solvent molecules in a lower level, so as to
avoid a substantial increase in the computational cost. The
combined usage of microsolvent and PCM can cover both
short- and long-range interactions efficiently, and thus has
become the mainstream for calculating solvation effects.
Ando et al. succeeded in obtaining a reasonable reaction

barrier for the alkylation of the lithium enolate using ONIOM
with both explicit THF molecules and the PCM model.43a In
this study, the solute molecules, CH3Cl, lithium enolate, and
oxygen atoms of three THF molecules coordinating to the Li
metal, were treated with the high level, and the other atoms in
these three THF molecules and the remaining THF molecules
were treated with the low level. Single-point PCM calculations
in THF (ε = 7.58) were also performed with and without
explicit THF molecules to examine the bulk solvent effect. As
shown in Figure 105, alkylation without explicit THF molecules
required high activation energy at a cyclic TS, 2-ts, because of
the strong interaction between the leaving chloride anion and
the lithium cation. On the other hand, when a THF
microsolvent is included in the reaction system, two types of
TSs were found, 3-ts and 3-tsB in Figure 105. In the 3-ts
structure, the THF molecule participated in the formation of a
large cyclic structure involving two substrates, in which the
oxygen and hydrogen of THF interact with the lithium ion and
leaving chloride, respectively. The strong interaction of Li···
O(THF) and Cl···H(THF) stabilized the 3-ts. The activation
energy through 3-ts in PCM was much lower than that in
vacuum, which suggested that the bulk solvent considered by
PCM still had a substantial effect even after one explicit THF
molecule was included. Another TS including one THF
molecule, 3-tsB, had a much higher energy than 3-ts and had
a structure similar to 2-ts. They also considered that more than
two THF explicit molecules participated in the reaction. The
second and third THF molecules coordinated to the lithium
ion and further stabilized the TS. The fourth, fifth, and sixth
THF molecules coordinated to the leaving chloride together
with some extra weak hydrogen bonds with other THF
molecules. The reaction barrier calculated in the gas phase and
in PCM behaved differently. The activation energy in the gas
phase decreased dramatically up to the TS with two THF
molecules, after which it continued to decrease by 0.5−1.7
kcal/mol per THF molecule up to the TS with five THF
molecules. In the case of activation energies calculated in the
PCM, it decreased very slowly from the 3-ts to the TS with
three THF molecules and increased gradually to the TS with six
THF molecules. This result suggested that both explicit and
implicit solvent were needed to reproduce the solvent effect
quantitatively for this reaction.
Both explicit and implicit solvent molecules often affect the

geometry, chemical reaction, and chemical properties signifi-
cantly in various cases, such as catalytic reactions,596 enzymatic
reactions,597 and coordination structures of DNA and RNA

families.226,591,598 For example, Marianski et al. discussed the
role of explicit and implicit water solvent for the α-helix
structure of polyalanine.598a They clarified that the explicit
water molecules cooperatively hydrogen bonded to the C- and
N-terminal of the helix, which resulted in an increase of the
dipole moment of the helix/water complex to more than the
summation of their own dipole moments. Therefore, the
electrostatic interaction between the helix/water cluster and the
bulk water became larger due to the explicit solvent molecules
and had to be considered by the PCM model. As described
above, many chemical properties including energetics,
structures, NMR chemical shifts are affected both by short-
range solute−solution interaction and by long-range electro-
static effects of the bulk solvent. Thus, the mixed explicit/
implicit solvent ONIOM-PCM method is promising for future
theoretical studies involving large molecular systems and
chemical properties.

9. APPLICATIONS TO BIOLOGICAL
MACROMOLECULES

Understanding the structures and functions, reaction mecha-
nisms, and photoinduced processes in biological systems (such
as proteins, DNA/RNA, and carbohydrates) is of great
importance, because they are essential in many biological
functions (e.g., O2 formation, DNA repair, and signal
transduction). Therefore, these areas have become the key
subjects of ONIOM and QM/MM studies in the last two
decades, because it is essentially impossible to treat whole and
large biological systems by only QM methods.6,8,9,15,599

Notably, mechanistic studies on enzymes and photobiology
incited the development of QM/MM methods.1,3,4 This section
mainly summarizes some selected notable or influential
ONIOM applications to diversified biological macromolecules.
For instance, selected key structures and structure-related
functions of various important biomolecules (including non-
metalloproteins, metalloproteins, DNA/RNA, and carbohy-
drates) are first discuseed (section 9.1). Mechanisms of key
enzymatic reactions (e.g., hydrolysis, isomerization, redox
reactions, and oxygen evolution) of various important biological
systems (including nonmetalloproteins, metalloproteins, DNA/
RNA, and carbohydrates) are summarized (section 9.2).
Finally, critical photoinduced processes (e.g., signal trans-
duction and photosynthesis in plants) in several photo-
biological systems (e.g., rhodopsins, fluorescent proteins,
photoactive yellow protein, and DNA) are highlighted (section
9.3). Notably, ONIOM and QM/MM methods have been
shown to be essential to include large environmental parts to
realistically describe structures, reactions, and photoinduced
processes of complex biological systems. The QM model
system as well as the QM method should be carefully chosen in
the ONIOM and QM/MM schemes, and the proper setup
should be made (see section 2.3.3).

9.1. Applications to Structures and Functions of
Biomolecules

In the last two decades, ONIOM has been widely and
successfully applied to study the structure and structure-related
properties of biological systems. Important ONIOM contribu-
tions to various biological systems (such as proteins and DNA/
RNA) are summarized in this section.

9.1.1. Proteins. Selected ONIOM studies on structures and
functions of nonmetalloproteins and metalloproteins are first
outlined.
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9.1.1.1. Nonmetalloproteins. Morokuma et al. evaluated the
applicability of a three-layer ONIOM(B3LYP:AM1:AMBER)
method for studying zwitterionic peptides using the example of
NH3

+−CH nBu−CO−NH−CH2−CO−NH−CH nBu−
COO−.16 The inclusion of a middle layer takes into account the
electronic effects of the immediate environment on the active
region and pushes outward the problematic QM/MM
boundary. These ONIOM results indicated that the three-
layer ONIOM(QM:QM:MM) approach, for which the
computational cost is not high, was more reliable and accurate
than ONIOM(QM:MM:MM) or the classical two-layer
ONIOM(QM:MM) approaches. The estimated computational
time with the three-layer ONIOM(B3LYP:AM1:AMBER)
method is reduced by about 500, 10, or 5 times relative to
that of full-QM, or the two-layer methods with AM1 or
AMBER as the low level, respectively. Furthermore, by testing
different computational methods including AMBER, AM1, and
various two-layer ONIOM schemes, Prabhakar et al. demon-
strated that an ONIOM(B3LYP:AMBER) method provided
the best agreement with the X-ray structures of Escherichia coli
NifS CsdB,600 and mammalian glutathione peroxidase.601

On the basis of the results of an extensive theoretical study
on the performance of different QM approaches for studying
NMR shielding parameters for peptides, Moon et al. concluded
that for an acetyl−glycine−glycine−methyl amide model
system with an ideal β-sheet conformation, a mixed basis set
method was more accurate than an ONIOM partitioning
approach.602

The Dannenberg group has ex tens ive ly used
ONIOM(DFT:AM1) to study secondary structures of
peptides,193b,603−609 their dependence on amino-acid muta-
tions,193a,610 the solvation effect on secondary structure
formation and its stability,577,598a and IR spectra.611 Different
secondary structures (such as β-strands, α-helices, and 310-
helices) of capped polyalanines (acetyl(Ala)NNH2 with N = 2−
18) were optimized using ONIOM(B3LYP:AM1) to compare
their relative stabilities.603 The 310-helix structure was found to
be more stable than the α-helix structure for the short peptides,
but the α-helix structure was preferred for the longer peptides
due to more pronounced cooperative effects in the α-helix
structures. The increased cooperativity in the α-helices was
demonstrated by the increased stabilities of hydrogen bonds:
shorter hydrogen-bond lengths of the peptides significantly
increased the dipole moment with increasing N peptide unit. In
addition, their ONIOM studies of amyloid-like peptide
structures containing a VQIVYK fragment showed that the
hydrogen bond formed between the side chains of glutamine
(Q) increased the β-sheet formation energy, and decreased the
distortion energy required for flattening the sheets during
amyloid fibrils formation.604,605a The effect of the tenth alanine
mutation (to Gly, Leu, Val, Phe, Ser, or Pro) on the stability of
α-helix and β-strands of a capped peptide, acetyl(Ala)17NH2,
was also studied theoretically.193a All mutations except Gly were
found to destabilize β-strands. On the other hand, the α-helix
structure was stabilized by the Leu or Ser mutation, but
destabilized by the Val, Phe, or Pro mutation. The substitution
of Gly with D-Ala or D-Ser in a collagen-like triple-helical
protein with a repeating ProProGly unit was theoretically found
to increase the hydrogen-bonding energy by 0.8 or 7.7 kcal/
mol, respectively, whereas a Gly → L-Ala mutation decreased
the hydrogen-bonding energy by 6.6 kcal/mol.610 They
concluded that the enantiomorphic Gly served as a D-amino

acid, and could be potentially substituted with any D-amino
acid.
Alzate-Morales et al. combined docking and ONIOM

methods in an attempt to predict the binding modes of
different CDK2 inhibitors as well as their potency and
selectivity.612 Three-layer ONIOM(B3LYP:HF:PM3) single-
point calculations were carried out to estimate the interaction
energy between a set of inhibitors and the binding site of the
T160pCDK2/cyclinA enzyme system, using structures gen-
erated from the docking method. A good correlation model,
connecting the hydrogen-bond interaction energy derived from
the ONIOM calculations and the experimentally observed
biological activity of the inhibitors, was obtained for a set of 75
compounds.
BP86 and ONIOM(BP86:AMBER) methods were used to

study the structure and interactions in different prion protein
models to understand structural changes and deformations
induced by coordination with different transition metal
cations.613 The relative binding energy of the cations was also
estimated. The coordination ability of the transition metal
cations to the prion protein increased in the order Zn(II) <
Mn(II) < Cu(II) < Fe(II) < Co(II) < Ni(II), and was found to
result in significant structural changes localized in the PrP(61−
68) and PrP(69−76) octapeptide repeat regions. The binding
energy for Mn(II) and Cu(II) (−317.4 and −304.9 kcal/mol,
respectively) explained the experimentally observed blocking
effect of Cu(II) on the pro-aggregatory activity of Mn(II).
ONIOM(B3LYP:AMBER) was adopted to study protein−

ligand interactions to understand the contribution of C−X···H
(X = Cl, Br, I) contacts to the binding affinity of the
complexes.614,615 According to the ONIOM results, C−X···H
interactions were found to contribute significantly to the
protein−ligand interactions, although less so than C−X···O
halogen bonds.614 Two-layer ONIOM(QM:MM) methods
were applied to study the role of fluorine bonding in
protein−ligand interactions, which are important for drug
affinities and selectivities of biomolecules.616 The interactions
of flufenamic acid, 2,3,4,5,6-pentafluoro-SBB, or a LacNAc
derivative, and their F → H mutated analogues with their
corresponding protein receptors, transthyretin, carbonic
anhydrase II, and human galectin-3, respectively, were
computationally investigated. These ONIOM results showed
that both structures and energetics of fluorine bonding are quite
similar to sulfur-involved hydrogen bonding. Isolated fluorine-
based interactions in simplified F-donor/F-acceptor model
systems were found to be rather weak: −1.6 to −1.8 kcal/mol
at the MP2/aug-cc-pVDZ level. However, fluorination of a
ligand to target a specific biomolecule may result in increased
binding affinity and specificity via fluorine-bonding interactions
and indirect electronic effects.
The two- and three-layer ONIOM methods, ONIOM(MP2:-

AMBER) and ONIOM(MP2:B3LYP:AMBER), with ME and
EE schemes, were employed to study thioredoxin and one-
electron addition to the single disulfide bridge in this
oxidoreductase enzyme.617 The simulations showed that the
size of the QM region was of crucial importance for the
reliability of the ONIOM results. Increasing the size of the QM
region caused up to 1 eV difference in the values of the
adiabatic electron affinity. The Lys40 residue was shown to play
an important role in the increased electron affinity.
Furthermore, the protonated Asp30 side chain and the
presence of a water molecule in the vicinity of the active site
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were suggested to increase the electron affinity of the disulfide
couple.
9.1.1.2. Metalloproteins. Applications of ONIOM to the

structure of various metalloproteins have been reported by the
Morokuma group and other groups. Such studies have focused
on methane monooxygenase (MMO),618,619 ribonucleotide
reductase (RNR),618 isopenicillin N synthase (IPNS),620

soybean lipoxygenase-1 (SLO-1),621 and ferritin.622

Torrent et al. applied ONIOM(B3LYP:AMBER) and
ONIOM(B3LYP:HF:AMBER) methods to metalloproteins
for the first time, focusing on MMO618,619 and RNR.618 With
the X-ray structures of MMO and RNR as references, the
computed structures of the di-iron active site with 62-residue
protein models (RMSD: 0.34−0.48 and 0.23 Å for the
ONIOM(B3LYP:AMBER) and ONIOM(B3LYP:HF:AMBER)
methods, respectively) were found to be more accurate than
those derived from active-site models (RMSD: 0.62−1.03 Å).
An ONIOM(B3LYP:AMBER) method with the ME or EE
scheme was also used to elucidate the significant protein effects
on O2 binding and activation in MMO through comparison
with results from an active-site model. The protein environ-
ment was found to promote O2 coordination to Fe (>1.0 Å)
and electron transfer from Fe to O2, and to elongate the O−O
distance by 0.04−0.08 Å while shortening the Fe−Fe distance
(>0.4 Å).619 An ONIOM(B3LYP:AMBER) method with the
ME or EE scheme was then extended to the study of O2

binding in IPNS.620 The protein was found to facilitate O2

binding by 8−10 kcal/mol, whereas O2 binding was an

endergonic process in the active-site model. The geometry of
the Fe complex in the protein (Figure 106, about 3−6 kcal/mol
contribution) and van der Waals interactions with the nearby
residues (about 3−4 kcal/mol stabilization) were found to play
important roles. The effect of polarization of the QM region by
the IPNS protein was insignificant.
In the case of SLO-1, the coordination number of the ferrous

resting state was observed to be six in the crystal structure,
whereas a nearly equal mixture of two distinct ferrous forms,
five-coordinate and six-coordinate, was observed by circular
dichroism (CD) and magnetic circular dichroism (MCD).623

Hirao et al. carried out ONIOM(B3LYP:AMBER) calculations
on SLO-1 in the quintet ground state.621 Two stable
conformers, Conf-A and Conf-B (Figure 107), were found to
have similar stabilities (1 kcal/mol at ONIOM(B3LYP-
D:AMBER)-EE//ONIOM(B3LYP:AMBER)-ME, taking into
account empirical dispersion (D) interaction correction624).
The Fe−O694 distance in Conf-A was shorter (2.39 Å), whereas
the distance was much longer in Conf-B (3.46 Å). Neither of
these two conformers perfectly reproduced the crystal
structure, but an averaged geometry of the two conformers
was in excellent agreement with the crystal structure. Simulated
CD spectra using TD-DFT and CASSCF/SORCI methods
with the EE scheme were also consistent with the experimental
spectra. These results suggest that the crystal and solution
structures represent a mixture of the two conformers.
In a very recent study, Harris et al. used ONIOM(B3LYP:-

AMBER) to optimize a series of single subunits of Fe(II)- and

Figure 106. Computed structures for deoxy (left) and oxy (right) states in IPNS by the active-site model (silver) and ONIOM (blue) calculations.
Reprinted with permission from ref 620. Copyright 2007 American Chemical Society.

Figure 107. Two stable conformers in SLO-1. Reprinted with permission from ref 621. Copyright 2010 American Chemical Society.
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Fe(III)-bound frog M ferritin by varying the hydration,
protonation, and coordination states of the ferroxidase site.622

The computationally preferred structure of the di-Fe(II)-bound
state had five-coordinate iron sites without a bridging ligand, in
agreement with CD/MCD data analysis, whereas the di-
Fe(III)-bound state was found to have various possible water-
derived bridging ligands. ONIOM-computed exchange cou-
pling constants (J), Mössbauer parameters, and TD-DFT CD
spectra calculated using the EE scheme were in good agreement
with the experimental results.
The ONIOM approach has been successfully applied to

study the structure of many metal-containing biological
systems, such as copper-,625−629 iron-,630 and manganese-631

containing enzymes. For example, ONIOM(DFT:AMBER) in
combination with different experimental techniques was used to
study the structure and reduction potential of blue copper
proteins, such as rusticyanin (including M148Q and H143M
mutants),625 azurin, plastocyanin, and stellacyanin.626 The
reduction potential of the plastocyanin protein at pH = 7 was
computed to be 376 ± 38 mV by ONIOM(B3LYP:AMBER)//
ONIOM(B3LYP:UFF),629 which was in very good agreement
with the available experimental data (379 mV). The
plastocyanin reduction in aqueous media required reorganiza-
tion of the water shell surrounding the protein. Therefore, the
interactions with the medium and the entropy change are, in
some cases, important for correct evaluation of the reduction
potential. A similar approach was applied to estimate the
standard oxidation and reduction potentials of chlorophyll-a in
acetonitrile.632 The ONIOM-computed values for the oxidation
and reduction potentials at 298.15 K were 0.75 ± 0.32 and
−1.18 ± 0.31 V, respectively. The calculated values were in very
good agreement with the available experimental data (0.76 and
−1.04 V).
Recently, ONIOM(B3LYP:AMBER) was used to study the

interaction of Fe(II)−heme with beta amyloid peptide.633 The
ferroheme showed slight preference for binding to His13, as
complexes with His6 or His14 binding had higher relative
energies by 31.0 and 28.2 kJ/mol, respectively. A two-stage
protocol (a fast screening of 48 model inhibitors for the zinc
metal-binding group with the M05-2X method, followed by a
screening of some binders with ONIOM(M05-2X:AMBER))
was adopted to search a potential bidentate inhibitor for zinc-
dependent histone deacetylases, which are important in
epigenetic regulation.634 The ONIOM results were consistent
with the experimental results, and a few new zinc binding
groups were also proposed.
9.1.2. Nucleic Acids. ONIOM has been successfully

applied to study nucleic acid interactions with different organic
ligands635−637 or with metal complexes.578,638,639 Such
interactions influence drug cytotoxicity and may affect damage
and repair processes involving DNA.
In an attempt to define the best combinations of methods for

proper large-scale modeling of systems involving π−π stacking
interactions, Rutledge et al. analyzed the performance of a
variety of density functionals. Specifically, they calculated
interaction energies of 129 nucleobase−amino acid dimers,
using previous CCSD(T)/CBS calculations as references.640

AMBER force field was found to be an appropriate choice for
the low-level method to adequately describe π−π interactions,
while M06-2X and PBE-D functionals were found to be suitable
methods for the high-level regions.
A proper theoretical modeling of cisplatin/DNA complexes

was shown to require the use of the EE scheme and explicit

treatment of the water solvent.578 The DNA structural
parameters for a complex with cisplatin calculated with
ONIOM(BHandH:AMBER) were in good agreement with
the available experimental data.
An extensive experimental and ONIOM(B3LYP:UFF) study

of the interactions between DNA and the organochlorine
herbicide chloridazon (5-amine-4-chloro-2-phenylpyridazin-3
(2H)-one) showed that the herbicide intercalated into DNA,
with the chromophore CO group heavily involved in the
herbicide−DNA interaction.636 The theoretical results indi-
cated that the herbicide−DNA interaction is dependent on the
DNA base-pair sequence. The herbicide/CG complex was
favored with an interaction energy of −29.6 kJ/mol, 4.2 kJ/mol
more than the herbicide/AT analogue.
Three-layer ONIOM(MPWB1K/6-31G(d):MPWB1K/3-

21G:AMBER) was applied to study intercalation of proflavine
(3,6-diamine-acridine) into AT- and CG-rich DNA deca-
mers.637 The interaction energy in the case of CG-rich DNA
was found to be about 40 kcal/mol higher than that for the AT-
rich DNA decamer, which is in agreement with the
experimental XRD evidence for CG preference. Proflavine
intercalation in the AT-rich DNA decamer was found to induce
significant structural changes in DNA.
ONIOM(M05-2X:PM6) was applied to study and better

understand the radical cation deprotonation in DNA, which is a
rather complex temperature- and pH-dependent process
involving different competing reactions.641 Radical cation
species are usually formed via single-electron oxidation
processes involving 2′-deoxyguanosine (2dG), which is
considered to be the most easily oxidized element of the
DNA structure. Two types of deprotonation were studied:
proton transfer within the DNA base pairs and proton transfer
to the surrounding water. At room temperature and pH ∼7.4,
the latter process was found to be dominant.
Using nucleoside 3′,5′-bisphosphates as model compounds

for both DNA and RNA, the C−H BDEs were estimated for all
carbohydrate C−H bonds by means of ONIOM-G3B3.132,134

Their results showed that the hydroxyl group provided better
radical stabilization than the neutral phosphate group by 4.4
kcal/mol, but worse than the monoanionic phosphate group. In
agreement with the experimental observations, RNA radiation
damage was found to be mainly via hydrogen-abstraction at H−
C2′, as the H−C2′ bond-dissociation free energy was about 5−
6 kcal/mol lower than those of other C−H bonds in the model
systems.
An ONIOM(B3LYP:UFF) method was used to simulate the

Raman spectra of DNA and radiation-induced damaged DNA
with a C5′−O bond cleavage.642 Calculated spectra were in
good agreement with experimental observations, including the
appearance of O−H bending and CH2 and CH3 bending/
wagging bands in the spectrum of the damaged DNA structure
and higher intensities of the DNA backbone bands.

9.1.3. Miscellaneous. ONIOM(PM3:UFF) and ONIOM-
(RHF:PM3) were applied to study gangliosides and their
inhibitory effect on the enzyme activity of CD38 as an NAD
glycohydrolase.643 ONIOM(B3LYP:AM1) calculations com-
bined with dynamic NMR spectroscopy, docking, and MD
simulations were carried out to study the antihypertensive drug
valsartan in solution and at the AT1 receptor.644 B3LYP
combined with AMBER, AM1, PM3, or RM1 in an ONIOM
approach was applied to study the interactions between an
inhibitor (oxamate anion) and rabbit muscle L-lactic dehydro-
genase.645 The binding isotope effects of the carboxylic oxygen
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atoms were estimated on the basis of normal vibrational modes
of the oxamate in aqueous media and in the enzyme active site,
and compared to experimental data. According to ONIOM-
(B3LYP:OPLS) results, the active site of the enzyme is best
described as a dimer, consisting of one chain with the open-
loop and another chain with the closed-loop conformation.
The Hannongbua group has performed extensive theoretical

investigations of HIV-1 reverse transcriptase (HIV-1 RT), and
published a series of papers discussing various related aspects of
its structure and activity. In the initial study of the interaction of
nevirapine with HIV-1 RT,646 a relatively small model including
only 16 amino acid residues around the binding site was
considered using ONIOM(MP2:HF:PM3). Later, a larger
model including 22 residues for the HIV-1 RT binding site
with the nevirapine complex was adopted, and a three-layer
ONIOM(MP2:B3LYP:PM3) method was used.647 Counter-
poise-corrected gradient optimization was found to be
important for proper description of the interactions between
the inhibitor and the residues at the HIV-1 RT binding site.
The binding of tivirapine to HIV-1 RT and its Y181C mutated
variant was also examined,648 using a model system consisting
of only 20 residues within a radius of 15 Å of the inhibitor
molecule. The Y181C mutation reduced the binding energy of
the inhibitor to the HIV-1 RT binding pocket. Analysis of
different energy components suggested that the mutation may
lead to destabilization of the binding pocket, with more energy
required for deformation/rearrangement of the residue side
chain in the pocket. The interactions between a water molecule
and amino acids at the HIV-1 RT active site were also studied
using a model consisting of 10 amino acid residues in a sphere
of about 7 Å in diameter around the oxygen atom of the water
molecule.649 The water molecule was found to form a strong
hydrogen-bond network with Asp186, Tyr183, and Tyr188 of

HIV-1 RT. Therefore, the water molecules induce the active-
site conformation that enables the catalytic process and attract
deoxyribonucleoside triphosphate to elongate the viral DNA
during enzyme replication. The same group also studied
interactions of saquinavir and HIV-1 protease with ONIOM-
(B3LYP:PM3:UFF),650 binding of efavirenz to HIV-1 RT and
its mutated forms with ONIOM(B3LYP:PM3:UFF),651,652

binding of flurbiprofen to cyclooxygenase enzyme with
ONIOM(B3LYP:PM3),653 IR spectra of volatile compounds
from bread baking (acetaldehyde, acetylpyrazine, diacetyl, 2-
ethyl-3-methylpyrazine, and acetylpyridine) and their inter-
action with a 703-atom model of bovine rhodopsin as a
receptor with ONIOM(B3LYP:PM3),43d and interactions of
oxaloacetic acid with phosphoenolpyruvic carboxykinase in the
presence and absence of hydrazine with ONIOM-
(B3LYP:PM6).654

An ONIOM(B3LYP:AMBER) method was used to study
complexes of HIV-1 protease with various inhibitors to
understand the role of a structural water molecule in the
interaction.655 According to the calculations, water molecules
formed four hydrogen bonds, two with the CO group of the
inhibitor molecules and two with the amine/amide N atoms of
the protease. Formation of this hydrogen-bond network leads
to more rigid binding of the inhibitor molecule to the enzyme.
The role of bridging water molecules in the interaction between
inhibitors and glycogen synthase kinase 3β was studied with
ONIOM(B3LYP:AMBER) calculations, MD simulations, and
molecular docking methods.656 The results showed that the
presence of water molecule(s) in the vicinity of the binding site
should be taken into account in drug design.
ONIOM(QM:MM), MM, ChemScore, and GoldScore

scoring functions were used to discriminate the native pose
from the nonnative poses in six HIV-1 protease complexes.657

Figure 108. Proposed catalytic mechanism of L-asparaginase II. Adapted with permission from ref 663. Copyright 2013 American Chemical Society.
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According to the calculated results, the best ONIOM-
(QM:MM) scoring function was based on solvent-corrected
ONIOM(HF:AMBER). The same group also studied inter-
actions of nevirapine in the HIV-1 RT binding site aiming to
estimate the accuracy of different QM and MM methods and to
predict different effects of mutations on the binding energy.658

ONIOM methods have been successfully applied as a
complementary methodology in drug discovery and drug
design studies. For example, the ONIOM method has been
used for reoptimization and rescoring GOLD derived cross-
docking poses in fragment-like kinase inhibitors,659 and for
supplementing X-ray crystallography in structure-based drug
design programs.660

9.2. Applications to Biological Reactions

To understand the mechanisms of enzymatic reactions,
ONIOM has been widely used to describe bond formation
and breaking processes, which cannot be well treated by MM
methods and involve systems that are too large and
computationally demanding for QM methods. Herein, the
selected ONIOM studies on some biological reactions in
proteins, DNA/RNA, carbohydrates, and artificial enzymes are
discussed.
9.2.1. Proteins. The ONIOM applications to nonmetallo-

proteins and metalloproteins will be addressed in this section.
These computations provide more insight into the enzymatic
reaction mechanisms.
9.2.1.1. Nonmetalloproteins. Butyrylcholinesterase (BChE)

is an enzyme responsible for hydrolysis of cocaine. The
understanding of this enzymatic reaction pathway can provide
insight into the design of new BChE mutants. ONIOM-
(MP2:AMBER)//ONIOM(HF:AMBER) calculations were
carried out to study the catalytic mechanism in BChE.661 The
computed overall barrier for the BChE-catalyzed hydrolysis of
cocaine was about 14 kcal/mol, which was about 4 kcal/mol
higher than the hydrolysis of acetylcholine in acetylcholinester-
ase (AChE). The protein environment, especially the hydro-
gen-bond network among Gly116, Gly117, Ala199, and
cocaine, was found to strongly influence the stabilization of
the transition state of the first step and thus reduce the
activation barrier.661,662

The reaction mechanism of the hydrolysis of L-asparagine to
give L-aspartate in L-asparaginase II was investigated by using
ONIOM(M06-2X/6-311++G(2d,2p):M06-2X/6-31G(d))//
ONIOM(B3LYP:AM1).663 The proposed three-step mecha-
nism involves the nucleophilic attack of a water molecule on the
substrate before the elimination of ammonia (Figure 108). The
first step was suggested to be the rate-limiting step with a
barrier of 20 kcal/mol, which is in agreement with the
experimental barrier (16 kcal/mol). Two catalytic triads were
proposed to play different roles in the reaction: Thr12-Lys162-
Asp90 functions as a catalytic base for the nucleophilic attack of
the water molecule on the substrate, and Thr12-Tyr25-Glu283
stabilizes the anionic tetrahedral intermediate after the
nucleophilic attack.
β-Secretase (BACE1) is an enzyme that catalyzes hydrolytic

cleavage of protein peptide bonds.664 Very recently, ONIOM-
(B3LYP:AMBER) was used to investigate the enzymatic
mechanism, which involved formation of a gem-diol
intermediate and cleavage of the peptide bond (rate-limiting
step).664a The calculated reaction barrier for the wild-type
substrate was higher than its Swedish mutant by 4−5 kcal/mol.
This study provided important insight into the cleavage
mechanism and substrate specificity.664

The reaction mechanism of serine acylation with penicillanic
acid in class A TEM-1 β-lactamase, a clinically important
enzyme, was computationally studied.665 Two competitive
pathways to facilitate the addition of Ser70 to the β-lactam
carbonyl to form a tetrahedral intermediate were suggested by
ONIOM(MP2:AMBER)//ONIOM(HF:AMBER) calcula-
tions. These ONIOM results are consistent with the
experimental studies. In a subsequent step, protonation of the
lactam nitrogen of the tetrahedral intermediate takes place
followed by tetrahedral collapse to give the acyl-enzyme. Both
Lys73 and Glu166 were suggested to play important roles in
the reaction. In addition, the carboxylation of lysine in the
OXA-10 β-lactamase was investigated by ONIOM-
(B3LYP:AMBER).666 One active-site water molecule was
found to assist the carboxylation reaction with a computed
barrier of 14 kcal/mol. The reaction was calculated to be
exothermic in the protein environment, whereas it was
endothermic in the gas phase. The deprotonated lysine
carbamate in the enzyme was suggested to be the active

Figure 109. ONIOM-calculated relative energies for the most favorable pathway for the formation of the internal aldimine in pyridoxal 5′-phosphate
(PLP)-dependent enzymes. Reprinted with permission from ref 676. Copyright 2011 American Chemical Society.
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species.666 Moreover, the same laboratory investigated the
reaction mechanism of acylation and deacylation with a D-Ala-
D-Ala peptide in penicillin-binding protein 5 (PBP5) by using
ONIOM(MP2:AMBER)//ONIOM(HF:AMBER). The com-
plex in the active site was suggested to reorganize to release the
product and regenerate the catalyst.667 The same group also
explored the catalytic mechanism of the transpeptidation
reaction in the penicillin-binding protein 1b (PBP 1b). Their
ONIOM(MP2:AMBER)//ONIOM(HF:AMBER) calculations
suggested that the cis-amide is required for the cross-linking,
and that cis−trans isomerization of the amide is the driving
force for releasing the product.668 Recently, ONIOM-
(B3LYP:AMBER) was employed to study the mechanism of
acylation reactions with methicilin and nitrocefin in penicillin-
binding protein 2a (PBP 2a). The calculated energy barrier for
nitrocefin was lower than that for methicilin by about 10 kcal/
mol, due to the larger resonance stabilization and releasing
more ring strain during the ring opening. The effect of
electrostatic interactions was proposed to be a key factor for the
design of substituents.669

In addition, ONIOM(QM:MM) has been employed to
explore many other important enzymatic reaction mecha-
nisms.601,670−674 ONIOM(QM1:QM2) and ONIOM-
(QM:MM) schemes have also been used in combination with
QM and MD methods to design new enzymes.675 Glutathione
peroxidase (GPx) is a selenoprotein capable of catalyzing
hydrogen peroxide (H2O2) reduction (E−Se−H + HOOH →
E−Se−OH + HOH). The enzymatic H2O2 reduction
mechanism was investigated by ONIOM(B3LYP:AMBER)
calculations.601,670 Two key steps, formation of the selenolate
anion and the O−O bond cleavage, were calculated to have an
overall barrier of about 18 kcal/mol. Also, the overall reaction
was computed to be extremely exothermic. As compared to the
active-site model, the protein effect on the H2O2 reduction is
very small, as the active site locates on the surface of the GPx
enzyme.601,670 An ONIOM study of the catalytic mechanism of
the reductive half-reaction of aromatic amine dehydrogenase
(AADH) with a tryptamine substrate led to the proposal of a
multistep reaction mechanism.671 A large QM region and
electrostatic interactions of the protein played significant roles
in the computed barrier.671 ONIOM(DFT:AMBER) methods
(DFT = B3LYP and M06-2X) were employed to investigate the
mechanism of hydroxylation and ring-opening of the aromatic
2-methyl-3-hydroxypyridine-5-carboxylic acid (MHPC) sub-
strate catalyzed by 2-methyl-3-hydroxypyridine-5-carboxylic
acid oxygenase (MHPCO).672 The calculated reaction barriers
were found to be sensitive to the QM and MM partition: a
maximum variation of about 9.5 and 8.4 kcal/mol was observed
for the hydroxylation and ring-opening steps, respectively.
The reaction mechanism of formation of the internal

aldimine for pyridoxal 5′-phosphate (PLP)-dependent enzymes
was studied by ONIOM(M06:B3LYP)//ONIOM-
(B3LYP:AM1).676 Three catalytic steps, the nucleophilic attack
of Lys69 to PLP, the carbinolamine formation, and a final
dehydration step, were proposed to be involved (Figure 109).
ONIOM(B3LYP:PM6) was used to investigate the reaction

mechanism of the cleavage of the headgroup of phosphati-
dylcholine (PC) to generate phosphatidic acid (PA) and
choline in an enzyme from the HKD-containing phospholipase
D (PLD) superfamily of Streptomyces sp. PMF (PLDPMF).

597a

This study found a five-coordinate phosphorane intermediate
and supported the associative mechanism for the phosphoryl
transfer. The catalytic mechanism of the condensation of

arabinose 5-phosphate (A5P) and phosphoenolpyruvate (PEP)
to form 3-deoxy-D-manno-octulosonate 8-phosphate (KDO8P)
in A. aeolicus KDO8P synthase was investigated by ONIOM-
(B3LYP/6-31+G(d,p):AMBER)-EE//ONIOM(B3LYP/3-
21G:AMBER).677 The computed results supported the partially
concerted pathway with the deprotonated PEP phosphate for
the syn addition of water to the si side of C2PEP, while C3PEP

reacted with the re side of C1A5P. The overall barrier was
estimated to be ∼14 kcal/mol, along with the reaction energy
of −38 kcal/mol.677

ONIOM(B3LYP:AMBER) was employed to study the
protonation states of cysteines in the active site of

thioredoxin.678 A conserved histidine with a shifted pKa was
suggested to have two catalytic acid−base functions for protein
splicing by ONIOM(B3LYP:AMBER).679 Chlorine kinetic
isotope effects (KIE) on the dehalogenation in a haloalkane
dehalogenase from Xanthobacter autotrophicus GJ10 were
calculated by using ONIOM(B1LYP:SE) methods (SE =
AM1 and PM3).680

9.2.1.2. Metalloproteins: Cobalt-Containing Enzymes.
Adenosylcobalamin (AdoCbl, B12) is a key cofactor for several
enzymes, such as methylmalonyl-CoA mutase (MCM), D-
ornithine 4,5-aminomutase (OAM), and diol dehydratase. The
AdoCbl coenzyme contains a specific Co−C bond between the
Co metal and C5′ of the adenosyl moiety. The Co−C5′ bond
cleavage is an essential step, which can promote hydrogen
transfer between the substrate and the C5′ radical of the
adenosyl moiety to induce the substrate rearrangement.
MCM is an important B12-dependent enzyme, which

catalyzes a radical-based conversion of methylmalonyl-CoA to
succinyl-CoA (Figure 110a). The initial Co−C5′ bond cleavage
step in the closed (reactive) and open (unreactive)
conformations of MCM enzyme was investigated by using an
ONIOM method.681 In the first ONIOM study, the residues
within 15 Å from the cobalt center were included in
ONIOM(RI-BP86:AMBER) calculations. For the open con-
formation of MCM, as with the gas-phase model, the energy
increases with cleavage of the Co−C5′ bond. For the reactive
conformation of MCM, the Co−C5′ bond cleavage transition
state was located for the first time indicating a barrier of about
10 kcal/mol. In addition, the conformation of 5′-deoxyadeno-
sine was found to change during the Co−C5′ bond homolytic
cleavage.681

The concerted or stepwise mechanism of the bond cleavage
and hydrogen transfer in the reactive MCM has been
investigated using ONIOM(BP86:AMBER) (Figure 111)
with several QM models (containing 74−119 QM atoms).190

Figure 110. Transformations catalyzed by AdoCbl-dependent
enzymes.

Chemical Reviews Review

DOI: 10.1021/cr5004419
Chem. Rev. 2015, 115, 5678−5796

5761

http://dx.doi.org/10.1021/cr5004419


This ONIOM study suggested that the protein effect is large,
with contributions from the cage effect (∼5 kcal/mol), the
geometric distortion of the adenosylcobalamin in the bound
state (∼8 kcal/mol for the large model), and the protein
environmental effect (∼9 kcal/mol for the large model). In
particular, Glu370 and Gln330 were found to play key roles in
stabilizing the bond cleavage state. Moreover, the flexible 5′-
deoxyadenosyl moiety readily changes to the lowest-energy
conformation during the bond cleavage process. In addition,
the bond cleavage is concerted with hydrogen transfer in the
gas-phase model calculations (Figure 111), but a stepwise
pathway was found in the MCM protein. As compared to the
active-site model, the hydrogen transfer step in MCM has a
lower barrier (∼9−10 kcal/mol), due to the stabilization of the
cleavage state and the substrate preorganization.190

OAM is another AdoCbl-dependent isomerase, which
converts D-ornithine to 2,4-diaminopentanoic acid (Figure
110b). The Co−C5′ bond breaking of AdoCbl in OAM was
studied by ONIOM(BP86:AMBER).682 In the open form of
OAM, the protein environment plays a minor role on the Co−
C5′ bond rupture, which is similar to that in the gas phase.
However, the closed-form OAM protein is considerably active
and promotes the Co−C5′ bond cleavage with a barrier of
about 11 kcal/mol. The steric and electrostatic effects (∼16
kcal/mol) from the protein were found to be important in the
Co−C5′ bond cleavage. The large protein effect on the Co−
C5′ bond breaking step catalyzed by OAM is similar to that of
MCM.190,681,682

The B12-dependent diol dehydratase is responsible for the
conversion of 1,2-diols to 1,1-diol (Figure 110c). ONIOM-
(B3LYP:AMBER) calculations were performed to study the
OH group migration mechanism catalyzed by this diol
dehydratase. The neutral His143 (push effect), the negatively
charged Glu170 (pull effect), and the coordinated K+ were
found to be crucial in promoting the OH-group migration.683

As compared to the wild-type diol dehydratase, the higher
barrier for the OH-group migration has been found in some
mutations of His143 and Glu170.684

Methionine synthase (MetH) is a cobalamin-dependent
methyltransferase, catalyzing the methyl transfer from methyl-
tetrahydrofolate to the cob(I)alamin to form a six-coordinate
CH3-cob(III)alamin intermediate. An ONIOM(BP86:AMBER)
method was employed to study the detailed mechanism of the
methyl transfer.685 Two pathways, an SN2-type mechanism
(His-off) and an electron-transfer (ET)-based methyl radical

transfer mechanism (His-on), were investigated. Both the SN2-
type and the ET-based radical mechanisms were found to be
feasible with low activation barriers (∼8−9 kcal/mol).

9.2.1.3. Copper-Containing Enzymes. Tyrosinase is a
dinuclear copper enzyme, which catalyzes the conversion of
tyrosine to dopaquinone with the aid of dioxygen. The
enzymat ic mechanism was studied by ONIOM-
(B3LYP:AMBER).686 A five-step catalytic cycle by tyrosinase
was proposed: proton transfer from the phenolic OH group to
the peroxy moiety, O−O bond cleavage, formation of a new
C−O bond, proton abstraction triggered by His54, and finally
electron transfer from one copper center to form dopaquinone.
The O−O bond cleavage was computed to be the rate-
determining step with a barrier of ∼15 kcal/mol.686 However, a
recent ONIOM(B3LYP:AMBER) study by Siegbahn et al. did
not support the above proposal of the low barrier for O−O
bond breaking.189 Their ONIOM calculations suggested that
the reactant optimized in the previous study686 might be a high-
energy intermediate, or that the MM part for the reactant and
transition state has very different local minima (Figure 112),

Figure 111. Co−C bond cleavage and hydrogen transfer steps in the transformation of methylmalonyl-CoA to succinyl-CoA by MCM. Reprinted
with permission from ref 190. Copyright 2009 American Chemical Society.

Figure 112. Comparison of RMSD (root-mean-square deviation) of
structural parameters between the superimposed transition state (TS1)
and reactants (React-2′ or React-1) in tyrosinase. Reprinted with
permission from ref 189. Copyright 2011 The Royal Society of
Chemistry.
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which may result in an underestimated barrier for the O−O
bond cleavage.
Dopamine β-monooxygenase (DBM) is a dinuclear copper-

containing enzyme that catalyzes the transformation of
dopamine to norepinephrine, which involves dioxygen. Using
the homology modeling approach based on the crystal structure
of peptidylglycine α-hydroxylating monooxygenase (PHM) to
construct a DBM enzyme structure, ONIOM(B3LYP:AMBER)
optimizations were carried out to refine the whole DBM
structure.687 The reactivities of the Cu(II)-superoxo and high-
valent Cu(III)-oxo species of DBM toward the dopamine
hydroxylation then were investigated using active-site model
and ONIOM calculations.687,688 The hydrogen-abstraction
barrier for the triplet Cu(III)-oxo oxidant was computed to
be very low (∼5 kcal/mol), whereas a higher barrier was
observed for the Cu(II)-superoxo oxidant (∼23 kcal/mol).688

Therefore, they proposed the triplet Cu(III)-oxo species as a
possible oxidant. The protein environment (especially Glu369,

Glu268, and Tyr494) played important roles in the stereo-
specific hydroxylation reaction. The Yoshizawa group also
investigated another copper-containing enzyme, particulate
methane monooxygenase (pMMO), which is responsible for
the conversion of methane to methanol. The reactivity of the
monocopper(III)-oxo (triplet and singlet) and dicopper(II,III)-
oxo (doublet) species toward methane was computed by
B3LYP* and ONIOM(B3LYP*:AMBER).689

Galactose oxidase (GO), a mononuclear copper enzyme,
catalyzes the radical-based conversion of alcohols to aldehydes
coupled with reduction of dioxygen to hydrogen peroxides. An
early IMOMM(B3LYP:MM3) calculation with a small QM/
MM model (including the backbone link of Tyr495-His496
only in the MM part) was used to study the mechanism of
GO.690

9.2.1.4. Iron-Containing Enzymes. B3LYP and ONIOM-
(B3LYP:UFF) calculations were carried out to study the
reaction mechanism of hydroxylation of taurine in nonheme α-
ketoglutarate dioxygenase (TauD) enzymes (Figure 113).691 As
compared to the highly polar active site, the effects of the

protein environment on the structure of the active site and the
energetics of different spin states (singlet, triplet, quintet, and
septet) were found to be small and very similar to those in the
gas phase. The quintet iron(IV)-oxo species was computed to
be the ground state, with low-lying septet and triplet excited
states. The calculations also showed that neutral His99 and
His255 ligands ligated with the iron are important for achieving
the correct electronic structures, and the computed reaction
barrier of hydrogen atom transfer of taurine by the reactive
quintet oxo-iron species was 6.7 kcal/mol.
Hirao et al. have used ONIOM(B3LYP:AMBER) to

investigate the mechanisms of two nonheme 2-hydroxyethyl-
phosphonate dioxygenase (HEPD)-catalyzed reactions: the
conversion of 2-hydroxyethylphosphonate (2-HEP) to hydrox-
ymethylphosphonate and formic acid, and that of 1-
hydroxyethylphosphonate (1-HEP) to an acetyl phosphate
(Figure 114a,b).692 The ground-state iron(III)-superoxo
species in HEPD was suggested to be the septet state, although
the stability of the quintet state may be underestimated by the
B3LYP method. After the initial hydrogen atom abstraction by
the iron(III)-superoxo species, the hydroxyl ligand can migrate
to the substrate, followed by the O−O and C−C bond
cleavages, and finally C−O bond formation to give hydrox-
ymethylphosphonate and formic acid. Although similar
reactions and radical intermediates were computationally
suggested to be involved in both substrates (2-HEP and 1-
HEP), for the reaction with 1-HEP, proton-coupled electron
transfer (PCET) on the phosphorus center of the substrate was
proposed to occur and promote nucleophilic attack of the
acetate oxygen to give an acetyl phosphate.
myo-Inositol oxygenase (MIOX) is a novel nonheme diiron

oxygenase, which catalyzes conversion of myo-inositol (MI) to
D-glucuronate (DG) (Figure 114c). An ONIOM-
(B3LYP:AMBER) method was used to study the reaction
mechanism of the oxidative conversion of MI.693 The ground
state of the (superoxo)Fe(III)Fe(III) intermediate was
computationally suggested to have a doublet side-on O2
coordination mode (the two iron centers are antiferromagneti-
cally coupled, whereas the superoxide ferromagnetically couples
with its nearest iron center). This nonheme iron(III)-
superoxide intermediate can catalyze C1−H abstraction from
MI. Two major effects of the protein environment on the
catalytic reaction were observed: the lowering of the barrier of
the initial hydrogen abstraction and the prevention of other
side-reactions. In addition, the O−O bond cleavage was

Figure 113. Proposed mechanism of taurine hydroxylation by the
iron(IV)−oxo species of TauD. Reprinted with permission from ref
691. Copyright 2008 American Chemical Society.

Figure 114. Oxidative-cleavage processes in nonheme HEPD and
MIOX enzymes.
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computed to be the rate-limiting step of the reaction. The
bridging hydroxide ligand was found to act as a catalytic base;
thus it is not an innocent ligand.
An ONIOM(B3LYP:AMBER) method combined with EDA

was carried out to evaluate the protein effect on the initial O2
binding step in MIOX.694 Small effects of electrostatic and van
der Waals interactions as well as polarization were suggested to
promote the O2 binding step, whereas dispersion-correction
(DFT-D)624 was found to enhance O2 binding.
Lundberg et al. investigated the reaction mechanism of

oxidative conversion of δ-(L-α-aminoadipoyl)-L-cysteinyl-D-va-
line (ACV) to isopenicillin N (IPN) in a nonheme enzyme
isopenicillin N synthase (IPNS) (Figure 115) by using an
ONIOM(B3LYP:AMBER) method and the new quadratically
coupled QM/MM geometry optimization algorithm (section
2.1.8.2).55,188 As compared to the active-site model calculations,

the protein controls the reactivity to achieve high product
specificity and high stereospecificity. For instance, the hydro-
phobic residues in the active site align the substrate radical
precisely for the thiazolidine ring closure and contribute to the
product selectivity. A low-energy pathway for the formation of
the β-lactam was proposed to be responsible for the heterolytic
O−O bond cleavage from the N−H group of the substrate. The
protein effect on the transition states was small (>4 kcal/mol).
Subsequently, Kawatsu et al. developed an efficient and

approximate ONIOM free-energy method, ONIOM-FE
(section 2.3.1.6).29 Classical MD simulations combined with
a free-energy perturbation (FEP) approach were used to
include a free-energy correction in the reaction energy
determined by the ONIOM(B3LYP:AMBER) geometry
optimization method.188 They applied the ONIOM-FE (or
QM:[MM-FEP]) method to eight different reaction steps in
IPNS. The effect of protein dynamics was important in the C−

H bond activation and heterolytic O−O bond cleavage steps
(Figure 116), due to charge transfer involved in these two
steps. The barrier for the O−O bond cleavage step was
corrected by several kcal/mol. The protein dynamical
contributions were separated into the geometrical effect and
the statistical (entropic) effect resulting from the protein
fluctuations.
An ONIOM(B3LYP:MM) (MM = Dreiding and

CHARMM) ADMP method (section 2.3.1.5) was used to
study the effect of the active-site dynamical fluctuations on the
key hydrogen abstraction step of the oxidation of linoleic acid
in soybean lipoxygenase-1 (SLO-1).167 The effect of the active-
site fluctuation and flexibility was found to play a key role in
maintaining the electrostatic interactions, and it affected the
hydrogen abstraction step.
B3LYP and ONIOM(B3LYP:AMBER) calculations were

performed to study the mechanism of heme metabolism by
heme oxygenase (HO).695 They found that a bridging water
molecule and its hydrogen-bond network in the active site play
key roles in lowering the barrier (∼14 kcal/mol for the active-
site model) and the regioselectivity, as they lead to reduced
distortion of the porphyrin in the transition state.
ONIOM(B3LYP:UFF) calculations were carried out to study

the reaction mechanism of sulfoxidation of dimethyl sulfide in
two cytochrome P450 isozymes (P450CAM and P450BM3).

696

The reactivity of two proposed intermediates, iron(IV)-oxo
(Cpd I) and iron(III)-hydroperoxo (Cpd 0), for the
sulfoxidation reaction of dimethyl sulfide was compared. Cpd
0 was shown to be a sluggish oxidant for the sulfoxidation
reaction by the ONIOM calculations. The true oxidant, Cpd I,
reacts with dimethyl sulfide via only a quartet state (single-state
reactivity).
The reaction mechanism of oxidation of (2′S)-nicotine by

the reactive iron-oxo species (Cpd I) in human cytochrome
P450 2A6 was investigated by ONIOM(B3LYP:AMBER)
calculations to elucidate the reason for the preferential
hydrogen abstraction at the 5′-carbon position rather than
the N-methyl carbon position of the substrate.697 This study
showed that the selectivity of the rate-limiting hydrogen
abstraction is not determined by geometric factors of the active
site, but by the lower barrier for the carbon 5′ position of the
substrate.
Tryptophan 2,3-dioxygenase (TDO) and indoleamine 2,3-

dioxygenase (IDO) are special heme dioxygenases that catalyze
oxidative cleavage of L-Trp. Although they were discovered
more than 40 years ago, the reaction mechanism in TDO and
IDO remained unclear.698 On the basis of recent crystal
structures and mutagenesis studies, two new mechanisms were
proposed.699 However, the active-site model calculations
(B3LYP) by Chung et al. did not support the newly proposed
concerted electrophilic addition with proton transfer and the
Criegee-type rearrangement.700 Instead, two new dioxygen
activation pathways were found: (a) direct electrophilic
addition of Fe(II)-dioxygen to C2 or C3 of the indole, and
(b) direct radical addition of Fe(III)-superoxide701 to C2 of the
indole.700 Formation of the dioxetane intermediates or the
homolytic O−O bond cleavage followed by oxo attack was
found in the two competitive pathways. Later, ONIOM-
(B3LYP:AMBER) calculations were performed by using the
protein structure of bacterial TDO (xcTDO).702 A new
mechanism was proposed consisting of an unusual direct
radical addition to the C2 position, homolytic O−O cleavage
concerted with ring-closure to give the epoxide and ferryl-oxo

Figure 115. Overall reaction for isopenicillin N synthase (R = L-α-
amino-δ-adipoyl). Reprinted with permission from ref 188. Copyright
2009 American Chemical Society.

Figure 116. Free-energy profile for the formation of the Fe(IV)−oxo
intermediate after dioxygen binding in IPNS. Reprinted with
permission from ref 29. Copyright 2011 American Chemical Society.
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(Cpd II) intermediates, acid-catalyzed ring-opening of the
epoxide, and finally oxo attack and C−C bond cleavage
concerted with back proton transfer (Figure 117).702 This
mechanism is mostly supported by the recent experiments.703

As compared to the reaction in the gas phase, the protein
effects were found to lower the barrier for the formation of the
Cpd II intermediate by substrate preorganization, and to
prevent Cpd II from undergoing side reactions.
Very recently, Kubas et al. reported kinetics and thermody-

namics of O2 binding in the di-iron site of [FeFe]-hydro-
genases.704 These enzymes have the highest reactivity for H2
formation, but they are extremely sensitive to oxygen. Free
energy profiles for O2 binding in Clostridium pasteurianum (Cp)
and Desulfovibrio desulfuricans (Dd) were estimated by
ONIOM(QM:MM) calculations. The range-separated DFT
method CAM-B3LYP was reparameterized against results
obtained from the high-level NEVPT2 method, and then
used as the QM method for the ONIOM calculations. Free-
energy barriers of 12.9 and 13.5 kcal/mol were estimated for Cp
and Dd, respectively. The calculated barriers are in agreement
with the observed inactivation rates. According to the
ONIOM(QM:MM) results, the proximal [Fe4S4] cluster and
protein environment stabilize the di-iron site and promote O2
binding. Therefore, they proposed that mutation of several
residues close to the [Fe4S4] cluster could reduce the O2
binding ability.
The structures and energies of catalytically active (Ni−SI and

Ni−R) and inactive states (Ni−A and Ni−B) of Ni−Fe

hydrogenases were studied using an active-site model of the
protein with the BP86 and B3LYP methods, and a larger model
including the protein environment with an ONIOM-
(DFT:AMBER) method.705 The ONIOM-optimized Ni−Fe
bond distance was more consistent with that of the X-ray
crystal structure than those derived from the active-site model
calculations. The catalytically active state of Ni−SI was found to
be protonated (Ni−SIII), not nonprotonated (Ni−SII). More-
over, H2 binding to the Ni metal was found to be favored,
rather than to the Fe center in Ni−SIII. A low-spin state for
Ni−SIII was suggested to be the ground state with the BP86
functional. The mechanism of H2 cleavage in Ni−Fe hydro-
genase was examined with an active-site model (137 atoms)
using B3LYP and with two truncated protein models (137 and
363 atoms) using ONIOM(B3LYP:AMBER).706 This study
found that the barrier for oxidative addition of H2 to the Ni(I)
metal was 3.4 kcal/mol lower than that of the heterolytic
cleavage. The larger ONIOM system with 363 atoms was found
to be more reliable than the system with 137 atoms in the
ONIOM calculations, as overestimation of the QM polarization
effect by the MM part was observed in the smaller ONIOM
system.

9.2.1.5. Magnesium-Containing Enzymes. Hepatitis delta
virus (HDV) ribozyme is a small noncoding RNA in HDV,
which undergoes self-cleavage of the backbone of the ribozyme.
First, ONIOM(HF:AMBER) calculations were performed to
search the possible binding positions of a Mg2+ ion, and to then
select three starting structural models (from 13 initial
structures) with various inner-shell coordination models for
the Mg2+ ion.707 Next, ONIOM(DFT:AMBER) (DFT = BLYP
and MPW1K) optimizations and potential energy surface scans
were carried out to investigate the detailed reaction mechanism.
For the structural model with the hexacoordinated Mg2+ ion
(Figure 118), a concerted pathway was found to have a low
barrier of ∼20 kcal/mol, in which the cytosine 75 (C75) and
Mg2+ ion function as the general base and general acid catalysts,
respectively.707 By contrast, the barrier of the uncatalyzed
reaction is much higher (∼35 kcal/mol).
Phosphate transfer and hydrolysis are important in many

biological systems.708 Smith et al. investigated the mechanism
of a phosphate transfer from ATP to the ribose 5′-hydroxyl of
cytidine and uridine in the human uridine-cytidine kinase 2
(UCK2).709 The mechanistic pathway of the phosphate
transfer, which is concerted with a proton transfer from the
5′-hydroxyl group to a neighboring Asp62 (a catalytic base),
was supported by ONIOM(B3LYP:AMBER)-EE results with a
barrier of 15.1 kcal/mol, which is close to the experimental
value (17.5 kcal/mol).

Figure 117. New mechanism of oxidative cleavage of L-tryptophan in
TDO. Reprinted with permission from ref 702. Copyright 2010
American Chemical Society.

Figure 118. Calculated structures and energies for the corresponding precursor (R), transition state (TS), and product (P) for the most favorable
pathway of self-cleavage in HDV ribozyme. Reprinted in part with permission from ref 707. Copyright 2008 American Chemical Society.
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Figure 119. Proposed reaction pathway for ATP synthesis (ADP + H2PO4
− → ATP + H2O). Adapted with permission from ref 711. Copyright 2011

National Academy of Sciences.

Figure 120. Proposed catalytic cycle of water splitting in photosystem II. Reprinted with permission from ref 714. Copyright 2008 American
Chemical Society.

Figure 121. Deamination reactions in (a) cytosine, (b) cytidine, (c) guanine, and (d) adenosine deaminases.
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ATP synthesis is a very important biological reaction in living
organisms. Therefore, the enzymatic mechanism of ATP
synthase has been an important subject for experimental and
theoretical studies.708a,710 The detailed reaction pathway of
ATP synthesis (Figure 119) also has been investigated by
ONIOM(B3LYP:AMBER). According to the calculated results,
the reaction is initiated by double proton transfer from H2PO4

−

followed by reaction with ADP to form ATP and H2O. Mg2+

and the residues αS344 and βE188 play crucial roles in
promoting these steps. In addition, the activation barrier of the
reverse process (i.e., hydrolysis of ATP) was found to be
increased in the tight binding site, which suggests that the
protein conformation favors ATP synthesis.711 Recently, the
same group performed ONIOM calculations to further reveal
significant effects of the protein environment that lower the
barrier of ATP hydrolysis in the loose binding site of ATP
synthase, as compared to that in the tight binding site (∼1 Å-
scale movement of the binding site).712

Recently, an ONIOM(DFT:AMBER) (DFT = B3LYP and
MPWB1K) study was employed to study the mechanism of
hydrolysis of myo-inositol-1-phosphate (Ins(1)P) to form myo-
inositol (MI) and inorganic phosphate in myo-inositol mono-
phosphatase (IMPase).713 Mg2+ ion, a cofactor of IMPase, was
proposed to be critical for catalyzing the hydrolysis reaction.
This ONIOM work supported the presence of two Mg2+ ions
in the active site, with one phosphorus oxygen atom of the
substrate functioning as a general acid−base catalyst.
9.2.1.6. Manganese-Containing Enzymes. The Mn and Ca

cluster [Mn4CaO4] of photosystem II (PSII) is very important
for oxygen evolution during photosynthesis. Sproviero et al.
reported their ONIOM(B3LYP:AMBER)//ONIOM-
(HF:AMBER) calculations to elucidate the challenging and
important catalytic mechanism of water splitting in the PSII
(Figure 120).714 The ONIOM-optimized structures of this
oxygen-evolving complex (OEC) in the S0−S4 states were
shown to be comparable to the available experimental data. The
proposed mechanism involves coordination of water substrates
with Mn(4) and Ca, followed by deprotonation of the water
molecule ligated with Mn(4) to form a reactive Mn(IV)-oxyl
radical and finally nucleophilic attack of the oxyl radical by the
Ca-coordinated water molecule to generate O2 (Figure 120).

714

9.2.1.7. Zinc-Containing Enzymes. Cytosine, cytidine,
guanine, and adenosine deaminases are zinc-containing metal-
loenzymes, and play important roles in the activation process of
anticancer drugs and catabolism (Figure 121). Matsubara et al.
developed and applied an ONIOM BOMD method (section
2.3.1.1) to study the dynamics of cytosine and cytidine
deaminases (Figure 121a,b). They found that the thermal
motion and perturbation of the protein environment could
easily break the Zn−O bond and release the product (uracil or
uridine). The C−N bond cleavage to release NH3 molecule in
the deamination reactions was suggested to be the rate-
determining step.156,588a

In addition, ONIOM(B3LYP:PM3) calculations were carried
out to study the reaction mechanism of cytosine deamination in
yeast cytosine deaminase (yCD).715 The proposed mechanism
involves the Zn-bound hydroxide attacking the carbon center,
promoting C−N bond cleavage. The last and rate-determining
step is the oxygen exchange.715 The mechanism of the Zn−O
bond cleavage in yCD was further explored by ONIOM
calculations combined with classical simulations (section
2.3.1.6), which allowed relaxation of the surrounding protein
and some key residues in the active site during the reaction

process.172 The ONIOM calculations estimated a low activation
barrier of 3 kcal/mol for the Zn−O bond cleavage in yCD. The
electrostatic interaction of Glu64 with Zn was found to
promote the Zn−O bond breaking. The same group also
investigated the mechanism of the deamination of guanine to
xanthine in guanine deaminase (GD, Figure 121c) by means of
ONIOM(B3LYP:AM1) and MD simulations.716 Similar to the
deamination in yCD, the proposed reaction mechanism for GD
involves proton transfers, nucleophilic attack of the Zn-bound
hydroxide to the carbon center, C−N bond cleavage, and finally
Zn−O bond cleavage to give xanthine. The C−N bond
breaking step was found to be the rate-determining step with a
barrier of ∼9 kcal/mol. Glu55 and Asp114 were suggested to
play key roles in proton shuttling in the guanine deamination
reaction.716

Wu et al. carried out ONIOM(DFT:AMBER) calculations to
understand the catalytic mechanism of the adenosine
deamination reaction in adenosine deaminase (AD, Figure
121d).717 As in the cases of other deaminases, Glu217 was
suggested to be the catalytic base to abstract one proton from
the zinc-bound water molecule, and the deamination step was
found to be the rate-determining step with a barrier of ∼11
kcal/mol in AD.
Carboxypeptidase A (CPA) is also a zinc-dependent

protease, in which the zinc ion plays a key role in the
enzymatic reaction. In a study of an irreversible inactivation of
CPA, ONIOM(HF:AMBER) calculations showed that it may
be caused by the zinc ion promoting a barrierless SN2 reaction
to form a covalent bond between Glu270 and 2-benzyl-3-
iodopropanoate inhibitor in the active site.718 The matrix
metalloproteinases (MMPs) are also zinc-dependent enzymes.
T h e i n h i b i t i o n m e c h a n i s m s i n v o l v i n g ( 4 -
phenoxyphenylsulfonyl)methylthiirane (SB-3CT) and its ana-
logues in MMP-2 and MMP-3 have been studied by using
ONIOM(B3LYP:AMBER) and ONIOM(B3LYP:MNDO) cal-
culations, respectively.26,719,720 One glutamate (Glu404 in
MMP-2 and Glu202 in MMP-3) was found to function as a
catalytic base, abstracting a proton from the inhibitor to trigger
the opening of the three-membered ring in MMP-2, and
abstracting a proton from the zinc-bound water in MMP-3. In
addition, the catalytic mechanism of peptide deformylase was
investigated using ONIOM(PBE1PBE:AMBER) calcula-
tions.721 The proposed mechanism of deformylation in peptide
deformylase involves the rate-determining nucleophilic addition
of the metal (Zn2+, Ni2+, and Fe2+)-bound water or hydroxide
to the carbonyl carbon, followed by proton transfer, and finally
C−N bond cleavage to release the product. A ONIOM-
(B3LYP:AMBER) method was also used to identify the second
bridging ligand of metal ions (Zn2+ and Mg2+) in the active site
of cyclic nucleotide phosphodiesterases (PDEs). A hydroxide
ion was suggested to be the bridging ligand, rather than a water
molecule.722

In addition, zinc has a central role in the domain responsible
for the binding and activation of homocysteine (Hcy) in MetH.
The mechanism of the zinc coordination exchange remains
unclear: both associative and dissociative pathways have been
proposed. ONIOM(B3LYP:AMBER) calculations support the
dissociative and barrierless mechanism in MetH, in which the
Zn−O(Asn234) bond is cleaved before formation of the Zn−
S(Hcy) bond. A large protein effect on the zinc coordination
exchange has been found in MetH, which favors the ligation of
the Hcy substrate.723
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9.2.2. Nucleic Acids. In addition to ONIOM applications
to reaction mechanisms in proteins, the ONIOM method has
also been applied to study reactions involving DNA and RNA.
A review article on theoretical methods and applications to
RNA catalysis has been published.724 Herein, we briefly outline
some of the ONIOM studies on the reactions in DNA.
Ribonucleotide reductase (RNR) is a very important enzyme,

which catalyzes conversion of ribonucleotides to deoxyribonu-
cleotides in DNA synthesis. An ONIOM method has been used
to study the first and second steps of the catalytic cycle of class
I RNR.725,726 For the proposed first step in RNR, a Cys439
radical abstracts a hydrogen atom from C3′ of the
ribonucleotide. Ser436-Ile442, the side chain of Cys225, and
the substrate (ribose ring) were included in ONIOM-
(B3LYP:AM1) calculation.725 This study suggested that
stabilization from the enzyme−substrate interactions is
counterbalanced by the conformational energy. Therefore, the
effect of the enzyme on the overall barrier and reaction energy
for the first step is small. The same research group also carried
out three-layer ONIOM(B3LYP:AM1:CHARMM) calculations
to study the mechanism of the second step.726 Their
calculations suggested that the proton abstraction of the
C3′−OH by Glu441 is concerted with the elimination of one
water molecule from the C2′−OH by a proton transfer from
the nearby Cys225. However, the environmental effect was
found to be insignificant. Also, the reaction barrier for the
second step of the enzymatic reaction was found to be similar
to the active-site model.726 Therefore, the role of the biological
environment might be to protect the reactive radical in the
active site from attack by the solvent.725,726

Proton transfers in DNA base pairs are important in many
biological processes. Multiple proton transfers in DNA base
pairs coordinated to cisplatin were studied by an ONIOM-
(mPW1PW91:UFF) method.727 The ONIOM calculations
showed that single proton transfer can take place in a model
with four base pairs, and the product was calculated to be less
stable than the reactant (before proton transfer) by ∼3 kcal/
mol. In addition, the effect of cisplatin on DNA structures (the
tautomeric equilibrium in guanine−cytosine (GC) base pairs)
was recently studied by an ONIOM(M06-2X:UFF) method.728

This study suggested that the Pt−DNA complex can induce a
proton transfer in the GC base pair, and may lead to permanent
mutation of the cisplatin−DNA system.728 In another study,
the electron-attachment-induced proton transfer in G:C•−

(QM part) in the B-form DNA trimer, d(5′-GGG-3′)·d(3′-
CCC-5′) (called a (dG:dC)3 model), was investigated by an
ONIOM(B3LYP:PM3) method.729 For comparison, the
calculations were also carried out using a model without the
sugar−phosphate backbone (called a (G:C)3 model). This

study suggested that the sugar−phosphate backbone and
counterions have very minor effects on the proton-transfer
process in G:C·−, and the electrostatic interaction with the
neighboring G:C base pairs can increase the proton-transfer
barrier. On the other hand, hydration significantly lowers the
barrier and stabilizes the proton-transfer product.729

Human alkyladenine DNA glycosylase (AAG) catalyzes the
cleavage of the N-glycosidic bond in 1,N6-ethenoadenine (εA),
N3-methyladenine (3MeA), and adenine (A) nucleotides.
These reactions help repair some of the alkylated and
deaminated purines. The catalytic reaction mechanism of the
glycosidic bond cleavage in AAG was studied by ONIOM-
(M06-2X:AMBER) to obtain a potential energy surface
(PES).730 The ONIOM results showed that the reaction of
the neutral εA or cationic 3MeA both follow a concerted
(ANDN) pathway for the hydrolytic glycosidic bond cleavage.
The DNA−protein π−π interactions and hydrogen bonding in
the active site decrease the free energy of activation for εA
(87.3 kJ/mol) and 3MeA (57.9 kJ/mol) in AAG. In
comparison, the excision of adenine occurs via a stepwise
pathway (i.e., the glycosidic bond cleavage followed by an
nucleophilic attack of a water molecule) with a higher energy
barrier, possibly due to the loss of the hydrogen bond with
Tyr127 and poor reorientation of the Glu125 base and water
nucleophile.730

Recently, the mechanism of the 3′-end processing reaction in
human immunodeficiency virus (HIV-1) integrase (INT) with
a ssDNA GCAGT substrate was investigated by ONIOM-
(MPWB1K:AMBER)//ONIOM(B3LYP:AMBER) calcula-
tions.731 Three possible mechanisms (aspartate-base, phos-
phate-base, and hydroxide-base) were computationally inves-
tigated. This ONIOM study did not support the aspartate-base
and phosphate-base mechanisms, due to their computed high
barriers of ∼36 kcal/mol. The most feasible mechanism of
hydrolyzing the DNA substrate was found to be the hydroxide-
base mechanism (Figure 122). The calculated free energy of
activation of this hydrolysis pathway was ∼15 kcal/mol, which
is in agreement with the experimental observation.731

DNA polymerase β (pol β) also plays an important role in
DNA repair and replication. The reaction mechanism of the
nucleotidyl transfer to the sugar acceptor was studied by
ONIOM(B3LYP:AMBER) to obtain a PES.732 Proton transfer
from O3′ of the terminal primer to Asp256 (acting as a general
base) was computed to be nearly barrierless. The subsequent
nucleophilic attack of O3′ on the α-phosphorus (Pα) of dNTP
had a computed barrier of ∼14−21 kcal/mol. EDA showed that
the electrostatic interactions from the surrounding environment
greatly stabilize the transition state. Two such stabilizing
residues, Arg149 and Arg183, also play important roles in the

Figure 122. Proposed mechanism for phosphodiester bond hydrolysis (left, reactant; right, product) in human immunodeficiency virus (HIV-1)
integrase. Adapted with permission from ref 731. Copyright 2012 American Chemical Society.
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nucleotide binding and stabilizing the transition state
structure.732 Very recently, the same research group carried
out ONIOM(B3LYP:AMBER) calculations to study the
mechanism of the nucleotidyl transfer in the pol β enzyme
and its D256E mutant.733 One goal was to elucidate the key
role of Asp256 in the activation of O3′. In the wild-type pol β
enzyme, the O3′proton transfer was suggested to easily occur.
The concerted O3′−Pα bond formation and Pα−O bond
cleavage had a low barrier (∼14 kcal/mol). Although the
proton of O3′ can transfer to Glu256, the proton-transfer
process was found to be very slow, and the bond forming/
breaking process had a high barrier of ∼21 kcal/mol. This slow
reaction in the D256E mutant was attributed to the
reorganization of the active-site residues (especially Arg254).
Therefore, Asp256 was proposed to be a key residue in the pol
β enzymatic catalysis that favors the O3′ proton transfer and
activation.733

9.2.3. Carbohydrates. Escherichia coli (lacZ) β-galactosi-
dase catalyzes hydrolysis and transglycosylation reactions. The
mechanism of the hydrolysis and transglycosylation with a
lactose substrate in the β-galactosidase was studied by
ONIOM(BB1K:AMBER)//ONIOM(B3LYP:AMBER).734

The magnesium ion was proposed to play a crucial role in
lowering the activation barrier (by 14.9 kcal/mol) of the first
step of the glycosidic bond cleavage of the lactose molecule
leading to formation of the galactosyl-enzyme intermediate. In
the subsequent hydrolysis step, a water molecule attacks the
galactosyl-enzyme intermediate, and the calculated barrier and
reaction energy are 15.5 and −9.2 kcal/mol, respectively. For
the transglycosylation reactions in the second step, formation of
the β(1−6) glycosidic linkage was computed to be more
thermodynamically favorable, with a lower reaction energy
(∼−9 kcal/mol). The enzyme microenvironment was found to
provide a large catalytic effect by stabilizing the transition state
more than the reactants.734

A flavin-containing UDP-galactopyranose (UDP-Galp) mu-
tase (UGM) catalyzes an interconversion of UDP-Galp and
UDP-galactofuranose (UDP-Galf) (Figure 123). ONIOM-
(B3LYP:AMBER)-EE//ONIOM(B3LYP:AMBER)-ME calcu-
lations were performed to elucidate the mechanism of the
conversion of UDP-Galp to UDP-Galf in UGM.735 The
completely reduced form of the flavin was suggested to be
required in the reaction. The proposed reaction mechanism is
complicated, involving a nucleophilic attack of N5FAD of the
flavin on C1 of the substrate, O−C1 bond breaking of the
substrate, N5FAD−H proton transfer to trigger the ring-opening,
many tautomerizatons, formation of a furanose ring, and
nucleophilic attack on C1 by one phosphate oxygen of the
substrate concerted with C1−N5 glycosidic bond breakage,

together with proton transfer back to the N5FAD center. The
results elucidated the important role of the flavin cofactor. The
environment was found to lower the overall barrier by 20.8 kJ/
mol, rendering the reaction highly exergonic.735

Trichoderma reesei Cel7B is an endoglucanase that catalyzes
the p-nitrophenyl lactoside (PNPL) hydrolysis by glycosylation

and deglycosylation. ONIOM(B3PW91:AM1) calculations
were carried out to investigate the catalytic mechanism of
Cel7B.736 The nucleophilic attack and the breakage of the
glycosidic bond in the glycosylation and deglycosylation steps
were found to be concerted. The glycosylation step was
suggested to be the rate-determining step, with an activation
barrier of ∼19 kcal/mol.736 In addition, the reactivity of several
mutants was investigated and found to be decreased as
compared to that of wild-type Cel7B.

9.2.4. Artificial Enzymes. Incorporation of a synthetic
molecule or artificial cofactor into the active site of an artificial
enzyme with good catalytic activity attracts much attention.
Recently, Robles et al. developed a protocol combining docking
and ONIOM(QM:MM) methods to study possible structures
and energies of the synthetic cofactor bound to two artificial
enzymes.737,738 In one case, an ONIOM(PBE:AMBER)
method was applied to the reaction mechanism of cyclic
imine reduction in an artificial imine reductase [Cp*Ir(Biot-p-
L)Cl]⊂S112A.738 By means of docking several “pseudo
transition states” into the protein, the artificial imine reductase
active site was constructed (Figure 124). The ONIOM method
was then used to locate the true transition states. The protein
interactions and hydrophobic environment were found to
decrease the activation barrier by ∼10 kcal/mol. In the lowest-
energy transition state, Lys121 stabilizes the 1-methyl-6,7-
dimethoxy-3,4-dihydroisoquinoline substrate through hydro-
gen-bonding and C−H···π interactions. In addition, the protein
environment (the second coordination sphere) was found to be
responsible for the enantioselectivity of the asymmetric
hydrogenation of the cyclic imines.738

Ke et al. carried out ONIOM(B3LYP:AMBER) calculations
to investigate the mechanism of phenylacetylene (PA)
polymerization catalyzed by an artificial enzyme consisting of
rhodium complexes in apo-ferritin (Rh(nbd)·apo-Fr) by using a
single ferritin subunit as the model.739 This study suggested
that among several active site models, active site D is best for
the polymerization. The reaction was predicted to occur in the
active site D via a RhI-insertion mechanism. A specific
“hydrophobic region” near the 4-fold channel was suggested

Figure 123. Interconversion of UDP-Galp and UDP-Galf catalyzed by
UGM.

Figure 124. Integrated multilevel computational approach to construct
the active site of an artificial imine reductase. Reprinted with
permission from ref 738. Copyright 2014 American Chemical Society.
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to facilitate the accumulation, coordination, and insertion of PA
for polymerization.
Petrova et al. carried out classical MD and ONIOM(M06-

2X:AMBER) calculations to investigate the origin of an
enantioselective intramolecular Friedel−Crafts reaction involv-
ing a supramolecular Cu/DNA catalyst L-Cu(II)-R/d-
(CAAAAATTTTTG)2 with 28 conformers.740 The computed
binding affinity of pro-S conformations of L-Cu(II)-R to DNA
was proposed to promote the formation of the (S)-product, as
the conformations are structurally more similar to the C−C
bond formation transition state and would require less energy
for deformation and conformational changes.
9.3. Applications to Photobiology

Photobiological systems absorb the energy of light to induce
many crucial reactions involving electronically excited states.
These reactions, including photosynthesis in plants, DNA
repairing, and light-induced signal transduction, can proceed
through pathways that are different from those of ground-state
biochemical reactions. However, investigations of photo-
physical and photochemical processes in photobiological
systems are very challenging, partly due to the fact that
electronically excited states cannot be described by MM
methods (albeit MMVB and eFF have been developed for
studying excited states741) and calculations for QM methods
are very demanding. This section summarizes some applica-
tions of the ONIOM method to photobiological systems.
9.3.1. Rhodopsins. Visual pigments and microbial

rhodopsins are seven-helix transmembrane proteins. However,
these two types of rhodopsin proteins have different structures
and different chromophore conformations (11-cis and all-trans
retinal protonated Schiff base (RPSB), respectively; see Figure
125).
9.3.1.1. Spectral Tuning. The spectroscopic properties of

rhodopsins are crucial to their functions. The spectral shift of
the chromophore in the protein is a key issue, and its protein
effects (electrostatic controlling, polarization effect, and/or
steric interaction) have been investigated extensively.
An ONIOM(QM:MM) method has been used to compute

absorption energies and 1H/13C NMR spectra of the
chromophores in the proteins to understand the origin of the
color tuning.742,743 In addition, ONIOM(QM1:QM2:MM)
calculations were performed to understand the effects of the
protonation state of Glu181 in the visual pigment rhodopsin.
The ONIOM results demonstrated that the neutral or anionic
Glu181 can give similar structures, excitation energies, and
NMR spectra for the dark-state rhodopsin.69 Moreover, the

more accurate SAC-CI method combined with ONIOM-
(QM:MM) calculations was performed to further analyze and
understand the protein environmental effects (by including the
larger size of the residues surrounding the RPSB chromo-
phore).744

9.3.1.2. Visual Pigment Rhodopsins. The visual pigment
rhodopsin (Rh) is a G-protein-coupled receptor (GPCR),
which contains the 11-cis RPSB chromophore (Figure 125a).
On the basis of the crystal structure of bovine Rh, Altun et al.
have investigated absorption energies and spectral tuning in
bovine Rh and its mutants (Figure 126).745,746 According to
ONIOM(QM:AMBER) calculations, the B3LYP functional was
found to be better than BLYP in terms of the structures and the
computed absorption energies (QM = TD-B3LYP). In
addition, the electronic polarization of the bovine Rh protein
is important for obtaining the reliable geometry of the
chromophore, and the calculated absorption energy (503 nm)
agrees well with the experimental value (500 nm).745 Using the
reliable B3LYP-optimized structures, higher-level QM methods
(e.g., SORCI+Q, MRCISD+Q, and MR-DDCI2+Q) were
applied to calculate the absorption energies of the retinal in
the gas phase and in the bovine Rh protein.746 As to the origin
of the spectral shift, the important counterion Glu113 in bovine

Figure 125. Light-induced photoisomerization reactions in (a) visual pigments and (b) microbial rhodopsins.

Figure 126. Protein structures of squid (invertebrate) and bovine
(vertebrate) rhodopsins. Reprinted with permission from ref 748.
Copyright 2011 American Chemical Society.
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Rh is responsible for the shifted absorption energy. The other
neighboring charged residues individually can also affect the
absorption energy. Apart from ONIOM geometry optimization,
various protein conformations can be obtained from different
snapshots of MD simulations. The snapshots then can be used
to evaluate the absorption or emission energies. For instance,
DFTB,152 a semiempirical method, can be used for DFTB/MM
MD simulations to sample initial protein conformations.747

On the basis of the crystal structure of bovine Rh (Figure
126), unknown structures of the human and mouse visual
pigments were constructed by the homology modeling
approach. Their spectroscopic properties then were inves-
tigated by ONIOM(QM:MM).749 Single- and multireference
methods, such as TD-B3LYP, RI-CC2, MRCISD+Q, SORCI
+Q, and DDCI2+Q, were used as the QM method. According
to this ONIOM(QM:MM) study, the ultraviolet (UV)-
sensitive mouse pigment (with an absorption maximum of
359 nm) has a deprotonated Schiff-base chromophore, whereas
the violet-sensitive human pigment (with an absorption
maximum of 414 nm) has a protonated chromophore. The
polarization effect of the protein environment leads to an
increased bond-length alternation (BLA) of the 11-cis RPSB in
the human visual pigment, which significantly induces the blue
shift in the absorption energy from 500 nm in the bovine Rh to
414 nm in the human pigment. The counterion Glu113 also
influences the absorption energy of the protonated Schiff base,
but not the deprotonated Schiff base.749 Interestingly, their
ONIOM(TD-B3LYP:AMBER)//ONIOM(B3LYP:AMBER)
study on the UV-sensitive and violet-sensitive fish pigments

showed that the conversion between the deprotonated and
protonated forms of the Schiff base is induced by deleting
Phe86 and stabilized by the altered hydrogen-bond network
around the chromophore.750 In addition, the hydrogen-bond
network has been shown to determine the protonation state of
the retinal Schiff base and thus regulate the UV or violet
sensitivity of visual pigments in vertebrates (Figure 127a).751

As in bovine Rh, squid Rh has the 11-cis RPSB chromophore.
Sekharan et al. have investigated the protein structure
(especially water molecules close to the chromophore in the
active site, Figure 126) and the spectra of squid Rh by using
O N I O M ( S O R C I + Q : A M B E R ) / / O N I O M -
(B3LYP:AMBER).752 Glu180 in squid Rh was regarded as the
key counterion, which had strong electrostatic interactions with
the 11-cis retinal chromophore, and played a crucial role in the
spectral shift from the gas phase to the protein by ∼100 nm.752
In addition, several 11-cis retinal analogues in squid
(invertebrate) and bovine (vertebrate) Rhs have been further
studied by using the same ONIOM method.753,754 The study of
the dehydro and dihydro β-ionone ring of the 11-cis retinal
analogues in squid and bovine Rhs (Figure 127b) provided
more insight into the chromophore−protein interactions and
the characteristic properties of the binding site (squid Rh,
flexible; bovine Rh, rigid). Absorption energies of the modified
11-cis retinal chromophores in different environments were
calculated for salamander Rh, in which the π-conjugation is
expanded from 1 to 2 in Figure 127b, leading to a red shift of
∼20 nm from squid or bovine Rh to salamander Rh.754 On the
basis of the ONIOM-optimized structures, stabilities, and

Figure 127. (a) An evolutionary tree of short wavelength-sensitive pigments. (b) The dehydro and dihydro β-ionone retinal analogues in squid and
bovine Rhs. (c) The A1-, A2-, A3-, A4-, 2-hydroxy-, and 3,4-dihydroxy-retinals. Adapted with permission from refs 748, 751, and 754. Copyright 2010
and 2011 American Chemical Society.
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absorption energies of the 7-cis, 9-cis, 11-cis, and 13-cis retinal in
bovine and squid Rhs, Sekharan et al. further explained why the
11-cis retinal occurs in nature.755 In addition, the A1-, A2- (3,4-
dehydro-), A3- (3-hydroxy-), A4-(4-hydroxy-), 2-hydroxy-, and
3,4-dihydroxy-retinals in squid and bovine Rhs (Figure 127c)
were comparatively investigated by ONIOM(SORCI
+Q:AMBER)//ONIOM(B3LYP:AMBER). Relative to the
A1-pigments, the A3- and A4-pigments showed a blue shift of
the absorption energy because of the increased BLA of the
hydroxyl retinal, whereas the A2-pigments exhibited a red-
shifted absorption energy due to the extended π-conjugation of
the retinal chromophore. According to a spectral-tuning study
in small white butterflies, the blue-sensitive (PrB) and violet-
sensitive (PrV) pigments were also theoretically obtained by
mutating two key sites (116 and 185), which altered the
hydrogen-bond network.748 When studying the monkey and
bovine visual pigments, an OH site-specific rule was proposed:
interactions of the dipolar residues near the Schiff base and β-
ionone can lead to the blue shift and the red shift in the
absorption energy, respectively.756 Also, the protein structure of
mouse melanopsin was theoretically constructed by the
homology modeling approach (based on the crystal structure
of squid Rh) and mutation of several residues. The absorption
energies were evaluated by an ONIOM(SORCI+Q:AMBER)//
ONIOM(B3LYP:AMBER) method.757 These systematic
ONIOM studies furthered our understanding of the retinal
chromophore and its analogues.
In addition to the spectroscopic studies on Rhs, the energy

storage and the optical shifts in bovine and squid bath-
orhodopsins were calculated by ONIOM(QM:AMBER)
methods (QM = B3LYP for the storage, and QM = SORCI
+Q for the optics).758 For the flexible binding site in squid
bathorhodopsin, the energy storage (∼27 kcal/mol) was found
to decrease by ∼16 kcal/mol with the relaxation of the nearby
protein environment (4 Å within the chromophore). In
comparison, for the more rigid binding site in bovine
bathorhodopsin, the energy storage (∼26 kcal/mol, in an
agreement with the previous ONIOM(B3LYP:AMBER)
work743a) decreased by ∼8 kcal/mol with relaxation of the
nearby residues. As for the optical shift in bathorhodopsin, it is
mainly due to the interaction between the retinal chromophore
and the counterion (Glu113 in bovine bathorhodopsin and
Glu180 in squid bathorhodopsin).758

Very recently, ONIOM(QM:MM)-PE was developed and
applied to the geometry optimization of Rh.115a The MM
protein part was divided into the polarizable and nonpolarizable
MM regions. By including the mutual polarization between the
QM and MM parts, a minor increase in the BLA of the
conjugation bonds (i.e., more localized) of the 11-cis retinal
chromophore was observed: 0.008 and 0.010 Å for B3LYP and
CAM-B3LYP as the QM method, respectively.
9.3.1.3. Microbial Rhodopsins. One of the key microbial

rhodopsins, bacteriorhodopsin (bR), is a light-driven proton
pump that contains the all-trans RPSB chromophore in the dark
state (Figure 125b). The structure and spectra of bR have
attracted a great deal of interest from experimental and
theoretical researchers. An ONIOM(QM:MM) method has
been used to determine the structure and absorption energies
of bR.28 By comparing HF and B3LYP as the QM method
within an ONIOM scheme with an AMBER force field for the
MM part, the B3LYP method was found to be more reliable,
giving good bond lengths and torsion angles for the all-trans
chromophore in bR. The electrostatic interaction between the

all-trans RPSB and protein was suggested to be not very critical
for decreasing the absorption energy from the solvent to the bR
protein.28

Halorhodopsin is another microbial rhodopsin, which
functions as a light-driven chloride ion pump. Ryazantsev et
al. studied the absorption and spectral tuning in halorhodopsin
(phR-Cl, chloride-ion-bound; and phR-af, anion-free, Figure
128) by an ONIOM(SORCI+Q:AMBER)//ONIOM-
(B3LYP:AMBER) method.759 This study showed that the
spectral shifts in phR-Cl and phR-af are not only due to the
electrostatic interaction between the all-trans RPSB chromo-
phore and the chloride ion, but also a protein conformational
change with alteration of the hydrogen-bond network induced
by the presence/absence of the chloride ion.759 Another related
work also discussed the color tuning in halorhodopsin by
considering the absence of chloride ion, its replacement by N3

−

or NO3
−, and mutation of several key residues along the path of

the chloride ion transport. Again, the structural reorganization
of the protein, together with the change of the hydrogen-bond
network and BLA of the chromophore, was found to influence
the spectroscopic properties of the all-trans RPSB chromophore
in halorhodopsin.760

9.3.1.4. Photoisomerization Processes. In addition to the
spectral tuning mechanism in rhodopsin proteins, photo-
isomerization and photodynamics in Rh have also been
investigated by ONIOM(QM:MM)-like or ONIOM-
(QM:MM) methods.
For the visual pigment Rh, an ultrafast 11-cis → all-trans

photoisomerization process occurs upon the absorption of light
(Figure 125a) with a high quantum yield, activating the G-
protein and triggering signal transduction. In addition, the 9-cis
RPSB was also found embedded in the same opsin environ-
ment (isorhodopsin, isoRh), in which case the 9-cis → all-trans
photoisomerization is slower, and has a lower quantum yield.
An ONIOM(CASSCF(6e,6o):AMBER) study has shown

that the PES of photoisomerization of the 11-cis RPSB to the
all-trans RPSB in Rh is downhill.761 The study also suggested
that from the Franck−Condon (FC) region the ultrafast
photoisomerization process occurs via rotation of the 11-cis
RPSB along the −C11C12− dihedral angle by ∼90°
(accessing a crossing funnel of S0 and S1). The motion of the
retinal can be constrained in the limited protein cavity with the
aid of the simultaneous torsion of the −C9C10− dihedral

Figure 128. (A) Absorption maxima (λmax) of phR-Cl and phR-af. (B)
The interprotein shifts. Reprinted with permission from ref 759.
Copyright 2012 American Chemical Society.
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angle. In addition, the photoisomerization pathway and
photodynamics of the 11-cis RPSB in Rh and the 9-cis RPSB
in isoRh were investigated by ONIOM(QM:MM)-like
calculations and MD simulations.157a,162a,b,762,763 The same
protein environment has different steric interactions from the
11-cis and 9-cis RPSB chromophores, which lead to different
photochemical isomerization processes.157a,162a,b,763

For bR, a photocycle involving proton transfer and protein
conformational changes can be triggered by the all-trans → 13-
cis photoisomerization (Figure 125b), which is ultrafast and
very efficient. In comparison, the photoisomerization of the all-
trans RPSB in methanol solution is much slower and is not
efficient, as it produces various photoproducts. Li et al. used
ONIOM(B3LYP:AMBER) and nonadiabatic (NA) ONIOM-
(CASSCF(12e,12o):AMBER) MD simulations to explore the
primary event of the photoinduced isomerization process of all-
trans RPSB in bR and in methanol solution (Figure 129).160b

The interactions between the all-trans RPSB chromophore and
the bR protein were found to confine the photoisomerization to
the specific C13C14 bond (suppressing the rotation of the
other bonds by the nearby residues), inducing the unidirec-
tional isomerization. The protein cavity constrains the
asynchronous crankshaft motion of the RPSB chromophore.
At the S1−S0 conical intersection, the electrostatic and

polarization interactions between the twisting chromophore
and protein (significantly from Asp85 and Asp212) are very
large, and decrease the energy gap between S1 and S0 by ∼16
kcal/mol. In addition, the hydrogen-out-of-plane (HOOP)
mode plays an important role around the crossing region. In
the absence of the protein matrix or in homogeneous methanol
solution, the photoisomerization of the all-trans RPSB is not
along the C13C14 bond, but mainly around the C11C12
bond. Also, the photoisomerization is not efficient and not
unidirectional. These ONIOM results indicated that the bR
protein efficiently induces the ultrafast all-trans → 13-cis
photoisomerization process.160b

9.3.2. Fluorescent Proteins. The photophysical and
photochemical properties of green fluorescent protein (GFP)
and its related fluorescent protein systems have attracted much
attention and are widely used for bioimaging. Herein, we only
review some ONIOM applications to fluorescent proteins.

9.3.2.1. Structures and Spectroscopic Properties. An
ONIOM report has shown that the β-barrel of GFP can rigidly
restrain and stabilize the chromophore through hydrogen
bonding.764 Thus, this is responsible for the enhanced
fluorescence of the anionic GFP chromophore. In addition,
the quenching process of GFP compressed by force was studied
by an ONIOM(CASSCF:AM1) method.765

To obtain accurate absorption energies of the GFP
chromophore in proteins, the popular ONIOM(QM:MM)
method was chosen to optimize the GFP protein and its
mutants. The QM region included the chromophore only or
the chromophore along with its nearby key residues. Then, the
absorption energies and spectral tuning were computed by
using INDO/S-CIS, TD-DFT, CASPT2, or SAC-CI as the QM
method in the ONIOM calculations.593d,766,767 For instance,
the protein-induced red shift (0.23 eV) of the absorption
energy was calculated by the ONIOM(TD-B3LYP:AMBER)-
CPCM-X method.593d

A new reversibly photoswitchable GFP-like protein Dronpa
has been extensively investigated by ONIOM(QM:MM)
calculations (Figure 130), where TD-B3LYP, CASSCF,
CASPT2, and SAC-CI methods were used for the QM
methods. The high-level CASPT2 and SAC-CI calculated
absorption (Ntrans, 3.18−3.24 eV; and Acis, 2.42−2.71 eV) and
emission (Ntrans, 2.12−2.84 eV; and Acis, 2.08−2.42 eV)
energies of the neutral trans (Ntrans) and anionic cis (Acis)
chromophores in Dronpa were in good agreement with the

Figure 129. Excited-state population for photoisomerization in bR and
methanol (MeOH) via NC (nonadiabatic crossing) and CS (crossing
seam) transitions. Adapted with permission from ref 160b. Copyright
2011 American Chemical Society.

Figure 130. (a) The protein structure and Ntrans/Acis chromophores of Dronpa. (b) Schematic representation of electronic structures of the
chromophores during the photoisomerization. Adapted with permission from ref 768. Copyright 2010 American Chemical Society.
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experimental values.768 The Ntrans and Acis forms were proposed
to be in the nonfluorescent (off) and fluorescent (on) states,
respectively. In addition, a very large red-shift of the emission
(∼0.6 eV) was observed for the Ntrans chromophore in off-state
Dronpa.
Recently, the vibrational frequencies of GFP were calculated

by an ONIOM(B3LYP:AMBER) method. Relative to the bare
GFP chromophore, the computed vibrational modes of the
chromophore in the protein can reproduce the experimental
results.43c Therefore, the effect of the protein environment on
the vibrational modes of the chromophore can be interpreted
and compared.
9.3.2.2. Ground- and Excited-State Reactions. The

mechanism of formation of the GFP chromophore in the
wild-type GFP protein was investigated by ONIOM-

(B3LYP:AMBER) calculations.769 These ONIOM calculations
found a very high-energy barrier for the deprotonation of the α-
carbon of Tyr66. Moreover, a barrierless trans−cis isomer-
ization was found to occur after the formation of the acylimine
in the DsRed chromophore by an ONIOM(B3LYP:AMBER)
method.770

Photoactivatable (PA) GFP, a new class of fluorescent
proteins in which the intensity of fluorescence is dramatically
enhanced (∼100-fold) due to light-induced decarboxylation,
has attracted much scientific interest. Ding et al. employed an
ONIOM(CASPT2 :AMBER)/ /ONIOM(CASSCF -
(10e,7o):AMBER) method to investigate the reaction mecha-
nism of the photoinduced decarboxylation in PA-GFP.771 The
ONIOM calculations suggested that the decarboxylation
process starts from the first intraCT excited state (intraCT
state), and then proceeds along an interCT state after the first
crossing XintraCT/interCT (or an approximate transition state) with
a barrier of ∼12 kcal/mol (the rate-determining step for the
entire decarboxylation process) (Figure 131). Furthermore, the
subsequent step is barrierless, reaching the closed-shell (CS)
ground state through a crossing of interCT and CS states.
Electrostatic and van der Waals interactions were suggested to
be important in stabilizing the intraCT and interCT states.771

This ONIOM study supported the proposed Kolbe pathway,
which may be a common mechanism for the irreversible
photoinduced decarboxylation in other fluorescent proteins.
A novel photoconversion fluorescent protein, Kaede, can

irreversibly alter the fluorescence color from green to red by

irradiation with UV light. The mechanism for the green-to-red
conversion pathway has been under debate for a long time. To
understand the spectral tuning and conversion mechanisms, the
absorption energies and the green-to-red conversion mecha-
nisms were studied by ONIOM(QM:AMBER) (QM = B3LYP
for the mechanisms; QM = SAC-CI and CASPT2 for the
absorptions).772 The ONIOM calculations supported the
stepwise E1 mechanism and proposed a new E1cb mechanism
(but not the proposed concerted E2 pathway) for the formation
of the red chromophore.772

In addition to the above ONIOM(QM:MM) calculations
and the new proposed mechanism involving photoisomeriza-
tion coupled with excited-state proton transfer (ESPT, Figure
130),768 Li et al. also developed and applied nonadiabatic
ONIOM(CASSCF(6e,6o):AMBER)-EE MD simulations (sec-
tion 2.3.1.2) to study photodynamics of the reversible
photoswitching in Dronpa.160a The photoinduced ultrafast
trans−cis isomerization was observed for the Ntrans chromo-
phore in the off-state protein. The on-state protein can restrain
the Acis chromophore to its planar conformation for
fluorescence, whereas a fast decay was found to occur in the
H193T mutation. According to these extensive investigations,
the different protein environments around the chromophore
play a crucial role for photoisomerization, fluorescence, and
decays.160a

9.3.3. Photoactive Yellow Protein. Photoactive yellow
protein (PYP) is a well-studied photosensor, both exper-
imentally and theoretically. By the absorption of blue light, the
anionic PYP chromophore (p-coumaric acid, pCA) undergoes
trans−cis isomerization, which triggers the conformational
changes of the protein and produces different photocycle
intermediates.
The ground-state isomerization of the pCA chromophore in

the PYP protein was first investigated by an ONIOM-
(DFT:PM3) method to obtain the well-refined structures.773

In addition, the PYP protein effect on the trans-cis photo-
isomerization of pCA chromophore was investigated by an
IMOMM(CASSCF(2e,2o):AMBER) method.774 By comparing
the isomerization of the pCA chromophore in the protein and
in the gas phase, the large chromophore−protein interactions
were found to be a major driving force that induces the
unidirectional and bond-selective trans−cis photoisomerization
of the pCA chromophore.
Recently, an ONIOM(B3LYP:AMBER) method was em-

ployed to simulate the near-infrared (NIR) Raman optical
activity (ROA) spectra of a locked pCA analogue in the PYP
protein.775 As compared to the small active-site model results,
the ONIOM calculations reproduced the ROA spectra (within
±10 cm−1 error).775 Also, these ONIOM calculations were
used to assign vibrational modes, demonstrate the structural
information on the locked pCA chromophore, and predict an
out-of-plane distortion of the pCA analogue in the PYP protein.
Another key issue in PYP is the hydrogen-bond network

around the pCA chromophore. A low-barrier hydrogen bond
between pCA and Glu46 together with a deprotonated Arg52
was found by ONIOM(QM:AMBER) (QM = B3LYP and
MP2).776 However, the calculated absorption energy of pCA
was found to be similar to that with the neutral Glu46, anionic
pCA, and a cationic Arg52 in PYP.

9.3.4. Nucleic Acids. In DNA, the absorption of UV light
by TpT and TpC results in the formation of cyclobutane-
pyrimidine dimers (CPD) and (6−4) lesions. By the absorption
of light at 320 nm, the (6−4) lesions can rearrange to form

Figure 131. Schematic representation of photoinduced decarbox-
ylation in PA-GFP. Reprinted with permission from ref 771. Copyright
2013 American Chemical Society.
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Dewar lesions (Figure 132). ONIOM(CASPT2:HF)//
ONIOM(CASSCF(12e,9o):HF) calculations and nonadiabatic
ONIOM(QM1:QM2) MD simulations were applied to study
the UV-induced mechanism of Dewar rearrangement from the
T(6−4)T dinucleotides to the T(Dew)T lesion.777 This
ONIOM study also suggested that the presence of the DNA
backbone leads to a lowest-energy conical intersection
(biradical CoInDewar), and controls the formation of the
Dewar lesion (Figure 132). In comparison, the 5-methyl-2-
pyrimidone (5M2P) and the (6−4) dinucleotides with the
open backbone reach the ground state through another conical
intersection (CoIn5M2P) without forming the Dewar lesion.
These theoretical calculations support the high quantum yield
of the Dewar lesion formation controlled by the DNA
backbone and give a detailed description of the mechanism.777

In addition, ONIOM(MP2:HF) calculations were carried out
to explore the repair mechanism of thymine dimer (TT) in

the DNA fragment including the TT moiety and 8-oxo-7,8-
dihydroguanine (OG).778 According to the proposed mecha-
nism, absorption of light excites the OG:X (X = A or C) pair to
give OG*:X. One electron then transfers from OG*:X to TT
to form OG+:X and T−T−, followed by carbon−carbon bond
cleavage to form T···T−. Finally, two thymine sites are
generated in a process that competes with back electron
transfer from T−T− to OG+:X.778

9.3.5. Miscellaneous. The ONIOM method has also been
applied to study photophysical and photochemical properties of
other photobiological systems (e.g., the light-harvesting
complex II and peridinin-chlorophyll a-protein).779,780

In bioluminescent systems, the luminescence of firefly
luciferase781 was investigated by the ONIOM-like scheme
using the SAC-CI method combined with CIS method.782 The
keto form of the firefly oxyluciferin shows red chemilumines-
cence in solution and yellow-green bioluminescence in firefly
luciferase. The origin of the blue shift was proposed to be the
electrostatic effect of the protein environment.
In photosynthetic systems, quinones play a crucial role in

electron-transfer processes. In the reaction center of
Rhodobacter sphaeroides and the photosystem II, the spin-
density distribution of the semiquinone QA anion radical was
investigated by an ONIOM(B3LYP:UFF) method.783 The
computed spin-density distribution was found to be very
sensitive to the hydrogen-bonding interactions in the active site.
In addition, hyperfine couplings calculated by ONIOM-
(B3LYP:UFF) were comparable to the experimental data.783

Also, for ubiquinone at the QA site in the photosynthetic
reaction centers, ONIOM(B3LYP:AMBER) calculations suc-
cessfully reproduced the experimental FTIR spectra, which
suggested that the calculations should include the protein
environment to obtain an accurate FTIR difference spectra.784

Furthermore, for phylloquinone in the photosystem I and the
PsaA-L722T mutant, the structure, spin-density distribution,
and methyl hyperfine coupling tensors were calculated by
ONIOM(B3LYP:AMBER). In the PsaA-L722T mutant, the
hydrogen bonding between the carbonyl oxygen of the
phylloquinone and the OH of threonine leads to an increase
in the 2-methyl hyperfine couplings.785 The same research

Figure 132. Proposed mechanism of Dewar rearrangement. Reprinted
with permission from ref 777. Copyright 2012 Wiley-VCH Verlag
GmbH & Co. KGaA.

Figure 133. Annual number of published papers: a result of survey through ISI’s Web of Science from 1995 to 2014 by using “ONIOM”,
“IMOMM”, or “IMOMO” as keywords.
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group also gave a detailed investigation on the FTIR difference
spectra of the neutral ubiquinone in the photosynthetic
reaction centers by using ONIOM(B3LYP:AMBER).786

The absorption spectrum of a tyrosine chromophore in the
isolated state and in protein was studied by an ONIOM(TD-
B3LYP:AMBER) method.787 The protein environment and
conformations were suggested to tune the UV spectrum of
tyrosine (260−280 nm). Another UV-light absorbing amino
acid is tryptophan, which is sensitive to different environments.
Very recently, the absorption/emission spectra of tryptophan in
UVR8 and the UV-B light-induced dissociation mechanism of
the UVR8 homodimer have been investigated by Li et al.
through ONIOM(QM:AMBER) calculations with various high-
level QM methods (e.g., SAC-CI and MS-CASPT2).788 The
ONIOM(QM:MM) results suggested that W285 is the key
chromophore, whereas W233 may sense the UV-B light and be
responsible for exciton coupling. Several key charged residues
play important roles in the red shift of the spectra of tryptophan
in UVR8. In the 1La excited state, the electrostatic repulsion and
the electron and/or proton transfer in the active site may result
in the loss of key salt bridges and trigger the dimer dissociation.
In addition, ONIOM(HF/6-31+G(d):HF/6-31G(d)) and

ONIOM(LC-BLYP/6-31+G(d):HF/6-31G(d)) methods have
recently been used to investigate the nature of the hyper-
polarizability (β) of a collagen triple helix (PPG10).789 The
ONIOM calculations proposed that the amide group was
attributed to the hyperpolarizability β of the collagen. Also, the
reliability of the ONIOM calculated β values has been shown to
be determined by a reasonable combination of QM methods
with different basis sets in the two-layer ONIOM schemes. This
study demonstrates that the ONIOM method can be an
efficient method to study nonlinear optical response of complex
systems.

10. CONCLUSIONS
In this Review, at first the theoretical foundation of the
ONIOM method (since the proposal of the first version in
1995) as well as numerous improvements and alternative
approaches have been reviewed. A comprehensive review on
applications to a very wide variety of chemical, biological, and
material problems has also been presented, including organic
systems, inorganic compounds and homogeneous catalysis,
heterogeneous catalysis, nanomaterials, excited states, solution
chemistry, and biological macromolecules. The many successful
ONIOM applications in these systems demonstrate the power
and versatility of the unique multilayer multilevel ONIOM
method, which has fundamental conceptual differences from
the generic two-layer QM/MM method. We have witnessed
that, as time goes by, the yearly number of publications relating
to “ONIOM”, “IMOMM”, or “IMOMO” methods has
increased (in total 1261 records found through ISI’s Web of
Science from 1995 to 2014, Figure 133) as the ONIOM
method has become increasingly popular.
Despite the advances and speedup made for quantum

chemical calculations, it is not very practical, and perhaps even
not so meaningful, to use high-level quantum chemistry to treat
all atoms in a complex, large molecular system. Simulations of
chemistry, biology, and material science are nowadays
dominated by even more complex molecules. The use of
hybrid or multiscale methods that combine different levels of
theoretical methods to different parts of the whole system will
only become more important in the future. In this respect,
ONIOM’s flexibility in how it combines different levels of

theory is a very important factor that satisfies the need for going
beyond a simple QM/MM combination.
We want to add a word of warning on the blind use of the

ONIOM models. In reviewing published papers, we found that
many papers adopt the ONIOM models and methods without
estimating errors. As discussed in detail in section 2.1.2, the
error caused by ONIOM approximation relative to the high-
level target calculation of the real system can be evaluated by
the S-value test. The role of the low-level calculation is to
correctly reproduce the effect of difference in the high level
going from the small model system to the real system.
Depending on the choice of the ONIOM “model” system and

the “low-level” method, the error can be very large, and the

wrong conclusions can be obtained. It is strongly recommended

that users perform the S-value test to evaluate the error

expected for their choice of model and level, if the high-level

calculation for the real system is feasible.
It is hoped that this Review will serve not only as an overview

of previous studies using ONIOM, but also as a guide for new

directions in ONIOM method developments and applications.

With development of new or faster computational methods and

powerful computational capabilities (e.g., GPU and distributed

computing790), we are very optimistic that the ONIOM

method will be able to simulate even more realistic and

challenging complex chemical, biological, and material systems

(e.g., larger QM models, accurate QM methods, larger real

systems, and/or a combination with statistical mechanics

methods, Figure 134), and could ultimately drive computa-

tional design of emerging and useful biological (e.g., health-

related) and material (e.g., electronic and energy-related)

systems.675b,791
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ABBREVIATIONS AND GLOSSARY

ADDF anharmonic downward dis-
tortion following

ADMP atom-centered density matrix
propagation

AFIR artificial force induced reac-
tion

AM1 austin model 1 method
AMBER assisted model building with

energy refinement force fields
or program

AO atomic orbital
ASC apparent surface charge
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B1LYP a one-parameter hybrid func-
tional with Becke exchange
and Lee−Yang−Parr correla-
tion functionals

B3LYP a three-parameter hybrid
functional with Becke ex-
change and 20% HF ex-
change combined with Lee−
Yang−Parr correlation func-
tionals

B3LYP* a modified B3LYP functional
with 15% HF exchange

B3P86 a three-parameter hybrid
functional with Becke ex-
change and Perdew nonlocal
correlation functionals

B3PW91 a three-parameter hybrid
functional with Becke ex-
change and Perdew−Wang
correlation functionals

BB1K a one-parameter hybrid-meta
functional with Becke ex-
change and correlation func-
tionals parametrized for ki-
netics

BHandH (or BH&H) a hybrid half-and-half func-
tional with Lee−Yang−Parr
correlation as well as 50% HF
exchange functionals

BHandHLYP (or BH&HLYP) a hybrid half-and-half func-
tional with Lee−Yang−Parr
correlation and Becke ex-
change as well as 50% HF
exchange functionals

BLYP a functional with Becke ex-
change and Lee−Yang−Parr
correlation functionals

BP86 a pure functional with Becke
exchange and Perdew 86
correlation functionals

CAM-B3LYP coulomb attenuation method
(long-range correction) for
B3LYP functional

CASSCF complete active space self-
consistent field method

CASPT2 complete active space sec-
ond-order perturbat ion
theory method

CBS complete basis set
CC2 second-order approximate

coupled-cluster method
ccCA correlation consistent com-

posite approach
CCSD(T) coupled cluster with singles

and doubles excitations aug-
mented with perturbative
triples correction method

CHARMM chemistry at Harvard macro-
molecular mechanics force
fields or program

CIP classical interatomic poten-
tials

CIS configuration interaction with
single-excitation method

CM continuum model
COSMO conductor-like screening

model
CPCM conductor-like polarizable

continuum model
DDCI2+Q difference-dedicated configu-

ration interaction with 2
degrees of freedom method
with a Davidson correction

(TD-)DFT(-D) (time-dependent) density
functional theory method
(including an empirical dis-
persion correction)

DFTB(-D) density functional-based tight
binding (including dispersion
correction)

ECP effective core potential
EDA energy decomposition anal-

ysis
EE electronic embedding
EOM-CCSD equation-of-motion coupled-

cluster method for single-
and double-excitations meth-
od

ESP electrostatic potential
EVB empirical valence bond meth-

od
FEP free energy perturbation
FMO fragment molecular orbital
GIAO gauge invariant atomic orbital

method
Gn Gaussian-n method
GRRM global reaction root mapping
(R/RO/U/TD-)HF (restricted/open-shell/unre-

stricted/time-dependent)
Hartree−Fock method

HOMO the highest occupied molec-
ular orbital

IMOHC integrated molecular orbital
with harmonic cap method

IMOMM integrated molecular orbital +
molecular mechanics method

IMOMO integrated molecular orbital +
molecular orbital method

INDO intermediate neglect of differ-
ential overlap

IRC intrinsic reaction coordinate
LA link atom (hydrogen usually)
LAC link atom connection
LAH link atom host
LSDA local spin density approxima-

tion functional
LMP2 MP2 method using local

orbital approximation
LUMO the lowest occupied molec-

ular orbital
M05-2X a hybrid functional developed

in Minnesota with 52% HF
exchange

M06/M06-2X/M06-HF/M06-L the 06 family of Minnesota
functionals
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M08 a functional of the 08 family
of Minnesota functionals

MBE many-body expansion
MC Monte Carlo method
(BO/CP)MD (Born−Oppenheimer/Car−

Parrinello) molecular dynam-
ics

ME mechanical embedding
MESP molecular electrostatic poten-

tial
MEUC mechanical embedding with

updated charge
MFEP minimum free-energy path
MM molecular mechanic(s)
MM2/MM3 molecular mechanic 2/3
MNDO modified neglect of diatomic

overlap method
MO molecular orbital
(RO)MPn (restricted open-shell) nth-

order Møller−Plesset pertur-
bation method

MPW1K a hybrid functional with
modified Perdew−Wang ex-
change and correlation func-
tionals

mPW1PW91 a one-parameter hybrid func-
tional with modified Per-
dew−Wang exchange and
Becke correlation functionals

MPWB1K a hybrid-meta functional with
modified Perdew−Wang ex-
change and Becke correlation
functionals

MPWLYP a parameterized functional
with modified Perdew−
Wang exchange and Lee−
Yang−Parr correlation func-
tionals

MRCISD+Q multireference configuration
interaction with single- and
double-excitation method
with a Davidson correction

MSX (or MECI) minimum crossing point (or
minimum energy conical in-
tersection)

NEB nudged elastic band
NEVPT2 N-electron valence state sec-

ond-order perturbat ion
theory

ONIOM our own n-layered integrated
molecular orbital and molec-
ular mechanics methods

ONIOM-CT an ONIOM method for
charge transfer between the
two layers

ONIOM-XS an adaptive ONIOM method
for the exchange or extension
of solvent molecules

OPLS optimized potential for liquid
simulations

QCISD(T) quadratic configuration inter-
action with single- and dou-
ble-excitation and perturba-
tive triplet correction method

QM quantum mechanics
PBC periodic boundary conditions
PBE Perdew−Burke−Ernzerhof

exchange-correlation (pure)
functional

PBE1PBE a hybrid functional with
Perdew−Burke−Ernzerhof
exchange-correlation func-
tional

PBEP86 a functional with Perdew−
Burke−Ernzerhof exchange
functional and Perdew 86
correlation functionals

PCM polarizable continuum model
PE polarized embedding
PES potential energy surface
PIMD path integral molecular dy-

namic
PM3/PM6 parametric method 3/6
PPP Pariser−Parr−Pople semiem-

pirical method
PW91PW91 Perdew−Wang exchange and

correlation functional
QWAIMD quantum wavepacket ab ini-

tio molecular dynamics meth-
od

RISM reference interaction site
model

RM1 recife model 1 (a reparamete-
rization of the AM1 method)

RRKM Rice−Ramsperger−Kassel−
Marcus theory

SAC−CI symmetry-adapted-cluster
configuration interaction
method

SCF self-consistent field method
SE semiempirical methods
SORCI+Q spectroscopy oriented config-

uration interaction method
with a Davidson correction

SVWN Slater exchange functional
and Vosko, Wilk, and Nusair
correlation function

TIP3P transferable intermolecular
potential with three-sites
model

TS(s) transition state(s)
UFF universal force field
ωB97X-D Head-Gordon and co-worker

long-range corrected hybrid
functional based on Becke 97
functional including empirical
dispersion correction

Wn Weizmann-n methods
ZPE zero-point energy
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(b) Menikarachchi, L. C.; Gascoń, J. A. J. Mol. Model. 2008, 14, 479.
(186) Tao, P.; Schlegel, H. B. J. Comput. Chem. 2010, 31, 2363.
(187) (a) Eurenius, K. P.; Chatfield, D. C.; Brooks, B. R.; Hodosčěk,
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(d) Simoǹ, L.; Goodman, J. M. J. Am. Chem. Soc. 2008, 130, 8741.

Chemical Reviews Review

DOI: 10.1021/cr5004419
Chem. Rev. 2015, 115, 5678−5796

5786

http://dx.doi.org/10.1021/cr5004419


(238) Marcelli, T.; Hammar, P.; Himo, F. Adv. Synth. Catal. 2009,
351, 525.
(239) Shibata, Y.; Yamanaka, M. J. Org. Chem. 2013, 78, 3731.
(240) Hirata, T.; Yamanaka, M. Chem.Asian J. 2011, 6, 510.
(241) Fu, A.; Meng, W.; Li, H.; Nie, J.; Ma, J.-A. Org. Biomol. Chem.
2014, 12, 1908.
(242) Li, N.; Chen, X.-H.; Song, J.; Luo, S.-W.; Fan, W.; Gong, L.-Z.
J. Am. Chem. Soc. 2009, 131, 15301.
(243) Shi, F.-Q.; Song, B.-A. Org. Biomol. Chem. 2009, 7, 1292.
(244) Grayson, M. N.; Pellegrinet, S. C.; Goodman, J. M. J. Am.
Chem. Soc. 2012, 134, 2716.
(245) Mori, K.; Ichikawa, Y.; Kobayashi, M.; Shibata, Y.; Yamanaka,
M.; Akiyama, T. J. Am. Chem. Soc. 2013, 135, 3964.
(246) Mori, K.; Katoh, T.; Suzuki, T.; Noji, T.; Yamanaka, M.;
Akiyama, T. Angew. Chem., Int. Ed. 2009, 48, 9652.
(247) Yamanaka, M.; Hoshino, M.; Katoh, T.; Mori, K.; Akiyama, T.
Eur. J. Org. Chem. 2012, 2012, 4508.
(248) Desai, A. A.; Wulff, W. D. J. Am. Chem. Soc. 2010, 132, 13100.
(249) Zhang, X.; Du, H.; Wang, Z.; Wu, Y.-D.; Ding, K. J. Org. Chem.
2006, 71, 2962.
(250) Anderson, C. D.; Dudding, T.; Gordillo, R.; Houk, K. N. Org.
Lett. 2008, 10, 2749.
(251) Akakura, M.; Kawasaki, M.; Yamamoto, H. Eur. J. Org. Chem.
2008, 2008, 4245.
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35, 6401.
(292) Ujaque, G.; Maseras, F.; Lledoś, A. Theor. Chim. Acta 1996, 94,
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121, 1317. (b) Ujaque, G.; Maseras, F.; Lledoś, A. J. Org. Chem. 1997,
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(c) Bühl, M.; Hirsch, A. Chem. Rev. 2001, 101, 1153. (d) Lu, X.; Chen,
Z. Chem. Rev. 2005, 105, 3643. (e) Diederich, F.; Gomez-Lopez, M.
Chem. Soc. Rev. 1999, 28, 263. (f) Diederich, F.; Kessinger, R. Acc.
Chem. Res. 1999, 32, 537. (g) Martín, N.; Sańchez, L.; Illescas, B.;
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